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Abstract

This thesis is concerned with computational investigations into the photophysics and the photochemistry of bioorganic molecules using ab initio methods. Five bioorganic molecules of physiological or biological significance have been investigated in vacuo. The photophysical properties, such as the vertical singlet excitation energies, were computed and the photochemical reactivity was elucidated by exploring the potential-energy profiles of the relevant photochemical reaction paths. The conical intersections relevant for the studied processes were optimized and analyzed. The employed ab initio methods comprise second-order perturbation theory with a complete-active-space-self-consistent-field reference (CASPT2//CASSCF), the approximate coupled-cluster method of second order (CC2), and the algebraic-diagrammatic-construction method of second order (ADC(2)). The studied molecules include adenosine, a building block of nucleic acids, urocanic acid, a UV filter found in the epidermis of human skin, kynurenine, a UV filter found in the human ocular lens, oligomers of 5,6-dihydroxyindole, the building blocks of the human skin pigment eumelanin, and glucose, an archetypical carbohydrate. Our investigations aimed at identifying the photochemical mechanisms responsible for radiationless excited-state deactivation of electronically excited states and for the exceptionally high photostability of the studied molecules. Our results provide a detailed level of insight into the photophysical and photochemical properties of these isolated biomolecules without the perturbative effect of the environment. On the one hand, some of our studies were motivated by previously obtained spectroscopic findings, on the other hand, our studies may motivate future spectroscopic investigations.
Zusammenfassung

This doctoral thesis is a publication-based thesis. The work presented in this thesis has been published in international scientific journals, has been submitted for publication in an international scientific journal, or is in preparation for submission to an international scientific journal by the time of submission of this thesis. This thesis provides an introduction to the field of computational investigations into the photophysics and photochemistry of bioorganic molecules. A broad overview on the employed theoretical concepts and ab initio methodologies is given. A short summary of three published papers, one submitted manuscript, and one manuscript in preparation as well as a description of my contribution to each piece of work is given. A Discussion and Conclusions section integrates our work into the existing literature on each studied system and provides an outlook for future studies. Three published papers are found as attachments to this thesis. The submitted manuscript and the manuscript in preparation are not attachments to this thesis to avoid prior-to-publication issues, nevertheless, these two manuscripts will be made available to the reviewers of this thesis.

D.T., Garching b. München, February 2014
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Molecules with a closed valence shell possess a singlet electronic ground state. A number of photophysical processes can be induced when a molecule absorbs a photon. The valence electrons of small organic molecules typically absorb wavelengths in the ultraviolet part of the electromagnetic spectrum. When a photon interacts with the transition dipole moment of a molecule, the molecule can be excited to an electronically excited state. Following absorption of a photon, the molecule can deactivate back to the electronic ground state via radiative deactivation, that is, by emission of a photon, or by a radiationless transition, which is called internal conversion. Radiative deactivation processes between electronic states of like multiplicity are known as fluorescence. Alternatively, the molecule may populate a triplet state via a so-called intersystem-crossing process. In this case, it may again relax to the ground state via radiative deactivation. Radiative deactivation processes between states of unlike multiplicity are known as phosphorescence. Due to the weak spin-orbit interaction in molecules containing only first-row atoms, phosphorescence typically proceeds on a much longer timescale than fluorescence. All processes mentioned thus far—absorption, rearrangement of the electronic structure of the molecule, radiationless transitions between electronically excited states of like or unlike spin multiplicity, fluorescence, and phosphorescence—are known as photophysical processes. Jablonski diagrams have been of wide use in recent decades to describe such processes.\textsuperscript{1,2}

Photochemical processes, on the other hand, are characterized by the formation of a different chemical species following light absorption. More precisely, the reactant, which is photoexcited, and the photoproduct, which is generated after the system has deactivated back to the electronic ground state, are not chemically identical in the case of a photochemical reaction. In many cases, photochemical reaction products are formed via nonadiabatic processes between adiabatic potential-energy surfaces in regions where the latter are very
close in energy.$^1$

For many applications in chemistry, the Born–Oppenheimer adiabatic approximation, which separates the movement of the nuclei and the electrons, is a reasonable approximation to facilitate the description of the energetic landscape of a chemical reaction. The very notion of a potential-energy surface stems from this approximation.$^3$ When two Born–Oppenheimer potential-energy surfaces come close in energy, the assumption that forms the basis of the Born–Oppenheimer approximation—well-separated energy levels of the electronic states—becomes invalid. Therefore, in regions of energetically closely-spaced adiabatic potential-energy surfaces the nuclei can no longer be regarded as moving in the potential of a single electronic state. The coupling of adiabatic potential-energy surfaces is determined by the nonadiabatic coupling matrix.$^{1,4}$

Radiationless deactivation processes, that is, processes that convert electronic energy into vibrational energy, such as internal conversion and intersystem crossing, have been rationalized by Jablonski diagrams in the past. However, Jablonski diagrams are not able to capture the dynamic nature of an internal-conversion process. Today, it is an established notion that ultrafast photochemical processes, including internal conversion, which proceed on a subpicosecond timescale, are mediated by crucial points on the excited-state potential-energy surfaces, so-called conical intersections.$^{1,5,11}$ Molecules undergoing excited-state deactivation can, in fact, undergo substantial geometrical change along the reaction path leading to the relevant conical intersection. In case the photochemical reaction regenerates the reactant, which is known as an aborted photochemical reaction, the net result is a radiationless excited-state deactivation process.$^{1,2,10}$

Critical points for excited-state chemistry and photochemistry are conical intersections, that is, points of degeneracy of at least two potential-energy surfaces. These points are characterized by a complete breakdown of the Born–Oppenheimer approximation. The nonadiabatic coupling of the involved electronic states diverges at the point of conical intersection. Conical intersections between the first singlet excited-state potential-energy surface ($S_1$) and the electronic ground-state potential-energy surface ($S_0$) can be of comparable significance for excited-state reactions of closed-shell molecules as are transition states for ground-state reactions. Conical intersections mediate the internal conversion between states of like multiplicity. The determination of the energetic location and the optimization of the geometry of $S_1/S_0$ conical intersections is a crucial step in the analysis of a photochemical reaction.$^{1,5,12}$

Another important step in the elucidation of photochemical reactions is the exploration of the energy profiles of the relevant excited-state potential-
energy surfaces from the Franck–Condon region of the initially populated excited state—vertically above the potential well of the ground-state potential-energy surface—to the relevant conical intersections. This is the photochemical reaction path. If this photochemical reaction path is barrierless, one can assume that the associated photochemical reaction process is efficient, that is, it is kinetically dominant. If, on the other hand, the reaction path involves sizable barriers and/or local minima, the associated conical intersection may not be of relevance. It is known that a large number of conical intersections can be located for each molecular system, but many of these are either too high in energy or are separated by too high barriers from the Franck–Condon region as to be of relevance.\textsuperscript{10–12}

The description of the photophysics and photochemistry of molecules by computational means requires the use of methodologies that are able to describe electronically excited states. The results presented in this thesis have been obtained by using state-of-the-art \textit{ab initio} quantum-chemical methods. These include wavefunction-based post-Hartree–Fock methods, namely, CASPT2//CASSCF, CC2, and ADC(2).\textsuperscript{13–17} The use of such high-level computational methods imposes severe limitations on the applicable system size. The current practical limit for a feasible treatment of systems with the above-mentioned methods employing a basis set of double-zeta quality is about 400 electrons if geometry optimizations are required and about 1000 electrons if single-point energy evaluations suffice. Therefore, it is generally impossible to treat a biologically relevant molecular system in a realistic environment, for example, in a solvation shell or in a protein environment, with these quantum-chemical methodologies.

Photostable molecules are able to efficiently convert electronic energy into vibrational energy. By converting electronic energy into harmless vibrational energy of the electronic ground state on a femtosecond timescale—the typical timescale of a molecular vibrational period and thus of many elementary steps of chemical reactions—a photostable molecule is able to effectively quench the population of highly reactive electronically excited states before potentially destructive chemical reactions can proceed. This rapid dissipation of electronic energy after the population of an excited state prevents the molecule from undergoing chemical transformation in response to light absorption. Many molecules found in nature have been shown to possess an exceptionally high degree of photostability towards UV irradiation from the sun.\textsuperscript{18}

The exploration of the relevant photochemical reaction mechanisms which provide biological molecules with a high degree of UV photostability has been a topic of active research in recent decades. The fruitful interplay between spectroscopy and computational chemistry has provided comprehensive insight
into the efficient excited-state deactivation mechanisms in organic molecules that are responsible for the photostability of UV filters and various classes of biomolecules.\textsuperscript{18,19} The investigation of isolated nucleobases as well as nucleobase pairs has been a hot topic since the beginning of the millennium. It was found that isolated nucleobases can deactivate to the electronic ground state in an ultrafast manner via ring-puckering processes, which break the planar structure of aromatic rings. Nucleobase Watson–Crick pairs, which exhibit two or three interbase hydrogen bonds, possess an additional mechanism for excited-state deactivation,\textsuperscript{20–24} which is driven by electronically excited states of charge-transfer character and proceeds via the forward-backward transfer of a proton.\textsuperscript{25–29}

The radiationless deactivation mechanism via electron-driven proton transfer mediated by an excited singlet state of charge-transfer character was previously identified in a number of biomolecular systems. It has been shown to be one of the relevant deactivation mechanisms in nucleobase pairs found in the double helix of DNA,\textsuperscript{27–29} and in peptides.\textsuperscript{30–32} All in all, these findings as well as the results obtained within the present work suggest that excited-state deactivation via electron-driven proton transfer is a ubiquitous photoprotective mechanism in the building blocks of life as well as in various other biomolecular systems exhibiting intramolecular hydrogen bonds.\textsuperscript{18,19}

Herein, explorations of the UV-absorption behavior and of photochemical reaction paths are presented. The photoabsorption step can be characterized by the calculation of the vertical excitation energies and the associated oscillator strengths of singlet excited states. The reactivity of the molecule in the electronically excited state can be elucidated by the computation of the energy profiles of the potential-energy surfaces of the relevant singlet excited states along selected reaction paths. These excited-state potential-energy surfaces govern the motion of the nuclei after photoexcitation. Insight into the topography of these singlet excited-state potential-energy surfaces, that is, into the location of local minima and saddle points as well as the slope of these surfaces, helps in understanding the photochemical reactivity and in identifying the possible photoproducts.\textsuperscript{12}

Bioorganic molecules constitute the foundation of life throughout all kingdoms of nature. They fulfill a multitude of biological functions and come in different sizes: from very small organic molecules like amino acids, carbohydrates, and oligopeptides to larger molecules such as vitamins, hormones, pheromones, neurotransmitters, and lipids. They can be distinguished from biopolymers such as proteins and polysaccharides by their molecular weight: typically, the weight of these small bioorganic molecules does not exceed 900 au.\textsuperscript{33} The biomolecules considered in this thesis are found in nature and are exposed to
the UV light emitted from the sun. Over the course of evolution, some of these biomolecules may have been incorporated into their biological environment because of their photoprotective capacity towards UV irradiation (for example, melanin, urocanic acid, and kynurenine), while others may have to persist in an environment where UV irradiation is present, although it is not the primary function of these molecules to act as UV filters \textit{per se} (for example, nucleosides and glucose).

In the present context, organic molecules can be classified into three categories. Molecules whose function it is to absorb the UV light of the sun and thus prevent UV photodamage to surrounding molecular structures (which do not necessarily possess such photoprotective properties themselves), are known as UV filters. Examples of such molecules are melanin and kynurenine. Molecules which have a different primary function and have to persist in an environment where the occasional absorption of a UV photon cannot be prevented constitute the second category. Examples for these are nucleobases, nucleosides, nucleotides, peptides, proteins, and carbohydrates. The third category comprises molecules which actively use UV photons to undergo a designated photochemical change. Examples for this type are the retinal chromophore in rhodopsin—the photoisomerization of retinal initiates a reaction cascade that results in the visual process—and photolyases, which repair DNA photodamage by using the energy of absorbed UV photons. The molecules considered in this thesis cover the first two categories.

The five molecules that have been investigated as part of the doctoral work presented in this thesis are shown in Figure 1. These are adenosine, a building block of nucleic acids, urocanic acid, a UV filter found in the epidermis of human skin, kynurenine, a UV filter found in the human ocular lens, oligomers of 5,6-dihydroxyindole, the building blocks of eumelanin and thus the natural sunscreen and color pigment of human skin, and $\beta$-glucose, an archetypical carbohydrate.

Adenosine is a building block of nucleic acids and of the nucleotides adenosine monophosphate, adenosine diphosphosphate, and adenosine triphosphate,
which act as the molecular energy carriers in cells. While the past decade has seen an enormous amount of research directed at the understanding of the photophysical and photochemical properties of nucleobases and nucleobase pairs,\textsuperscript{20–24} the investigation of nucleosides has not been pursued in the same vigorous manner. The first resonant two-photon ionization mass spectrum of a jet-cooled nucleoside was recorded in 2000.\textsuperscript{34} Computational studies on nucleosides concerned with the possible conformations\textsuperscript{35,36} and with vertical excitation energies were performed previously.\textsuperscript{37,38} Only last year, a spectroscopic study revealed that isolated adenosine exhibits a significantly shorter excited-state lifetime than adenine.\textsuperscript{39} This experimental finding indicates the existence of an efficient mechanism for excited-state deactivation in adenosine, that is not existent in adenine. This discovery motivated us to initiate a computational investigation into the photochemical deactivation mechanisms in adenosine which are introduced by the interplay of the nucleobase and the ribose moieties.

Urocanic acid is a chromophore found in the epidermis of human skin, where its $E$ isomer is produced from the amino acid histidine. It acts as a UV filter and thus as a natural sunscreen in human skin. Upon UV absorption, it can undergo $E\rightarrow Z$ photoisomerization or radiationless deactivation without undergoing stereochemical transformation. The photoinduced formation of the $Z$ isomer may have detrimental health effects, since $(Z)$-urocanic acid has been linked to photoimmunosuppression.\textsuperscript{40–42} Urocanic acid has been the focus of research for about three decades and researchers of a number of disciplines such as photobiology, photochemistry, spectroscopy, immunology, and dermatology have been involved in these investigations. Many spectroscopic studies have been performed on urocanic acid in aqueous solution.\textsuperscript{40–44} Computational studies have been performed on various aspects of the ground-state\textsuperscript{45,46} and excited-state chemistry\textsuperscript{47–51} of urocanic acid. While there have been many computational studies on this molecule, no study had so far been concerned with the photochemical reaction mechanisms responsible for the high photostability of this molecule. A peculiar experimental finding, the wavelength-dependent quantum yield for $E/Z$ photoisomerization, has not been conclusively resolved. This motivated us to conduct a comprehensive study concerned with the photochemical mechanisms responsible for the UV-filtering capacity of this molecule.

Kynurenines are UV filters found in the human ocular lens, where they are produced from the amino acid tryptophan.\textsuperscript{52} Their function is the absorption of UV radiation in the lens, such that only visible light is transmitted to the retina. The age-related decline in the concentration of kynurenines in the lens has been linked to age-related cataract formation.\textsuperscript{53} These molecules have attracted the attention of researchers in the fields of photochemistry, photo-
tobiology, spectroscopy, ophthalmology, biochemistry, and organic chemistry. Numerous spectroscopic studies have been performed on kynurenines in aqueous solution. Kynurenine has been found to be exceptionally photostable, which is apparent from its high quantum yield for internal conversion and its negligible quantum yields for intersystem crossing and for fluorescence. Also, a few computational studies have been concerned with the vertical excitation energies and the simulation of the UV-absorption spectra in the gas phase and in solution. However, a computational study aimed at the exploration of the photochemical mechanisms responsible for the exceptionally efficient UV-filtering capacity of these molecules had not been performed. This motivated us to initiate a comprehensive study employing both static explorations of the photochemical reaction paths for excited-state deactivation and nonadiabatic trajectory-surface-hopping molecular-dynamics simulations.

5,6-Dihydroxyindole is the simplest building block of eumelanin. Other building blocks are indole-2-carboxylic acid and 5,6-dihydroxyindole-2-carboxylic acid. Eumelanin is a biopolymer derived from the amino acid tyrosine which acts as a natural skin pigment and as a UV filter to protect the skin from excessive UV photodamage. It is also responsible for developing a suntan. Though the elucidation of the structure of eumelanin is a complicated endeavor due to its complex composition and amorphous state, considerable progress has been made in recent years. The main components of eumelanin are oligomers formed from the three aforementioned building blocks. It has been proposed that polymeric eumelanin consists of a complex structure, which exhibits three levels of aggregation: the first level is constructed by \( \pi \)-stacking of the oligomers, which forms protomolecular “discs”; the second level is constructed by edge-to-edge aggregation and renewed \( \pi \)-stacking of the discs formed in the first level; at the third level, the second-level structures again accumulate to construct large conglomerates of structures of sizes of up to 200 nm. A number of spectroscopic studies has been performed on the monomeric building blocks in solution. Also, computational studies have been concerned with the photophysics and the photochemistry of the monomeric building blocks. A rather comprehensive computational study investigated the monomers, oligomers, and stacked species using semiempirical methods. However, a systematic and comprehensive investigation into the effects of progressing oligomerization and of \( \pi \)-stacking using accurate \textit{ab initio} methods has not been performed so far.

Glucose is an archetypical representative of the molecular class of carbohydrates. It is the monomeric building block of cellulose, which is the most abundant organic material found on earth. Many computational and experimental studies of carbohydrates performed in the past have been concerned
with various properties as well as with the chemical reactivity in the electronic ground state.\textsuperscript{75-77} Previously reported work on the identification of the most stable conformers of \(\beta\)-glucose was especially helpful as a starting point for our study.\textsuperscript{78-85} However, no computational study concerning the UV-absorption behavior or the excited-state chemistry had been performed on any carbohydrate thus far. The occurrence of carbohydrates in many biomolecular systems, such as nucleic acids and glycoproteins, motivated us to investigate the photophysical and photochemical properties of this representative hexose carbohydrate.

We have performed investigations of these bioorganic molecules in their isolated and neutral form, that is, \textit{in vacuo}, irrespective of the environment of these molecules in their natural function. This approach allows the use of accurate \textit{ab initio} methods and provides insight into the intrinsic photophysical and photochemical properties of the molecule without the interference of perturbative effects originating from the environment, that is, solvation effects or the effects of a protein environment.\textsuperscript{86} These environmental effects, in general, modify the intrinsic properties of the isolated molecule. An understanding of these intrinsic properties is a prerequisite for the investigation of the same molecular system in a more realistic environment, for example, embedded in a solvation shell or in a protein cavity (that is, \textit{in aquo} or \textit{in situ}). The computational treatment of these more extended systems, on the other hand, requires the use of different methodological approaches from the ones we have been using. Our results are also the basis for performing photoinduced nonadiabatic molecular-dynamics simulations aimed at unraveling the timescales and the statistical distributions of the photochemical processes in the studied systems.

The goal of the present work was the elucidation of photophysical properties and photochemical reaction mechanisms responsible for the absorption behavior, the high photostability, and the photochemical reactivity of the studied systems. The tackling of these flexible molecular systems is often complicated by the existence of a large number of tautomers, isomers, and conformers. Therefore, a careful selection of the relevant structures is a crucial step at the beginning of each study. Moreover, each system calls for a careful evaluation of the available computational methods in order to ascertain which method and level of theory offers a satisfying accuracy at a reasonable level of computational cost. Adenosine, urocanic acid, kynurenine, and 5,6-dihydroxyindole possess a chromophore moiety, which simplifies the computational treatment due to the existence of \(\pi\) orbitals. We were the first to perform \textit{ab initio} calculations of the photophysics and photochemistry of a carbohydrate, glucose, and had no previous studies to guide us in this case. A considerable amount of time was spent on testing several levels of \textit{ab initio} theory to ascertain which one is suitable for the description of this class of compounds. Another
difficulty that complicated the computational treatment of the five systems presented in this work was the absence of symmetry: adenosine, kynurenine, and glucose do not possess any molecular symmetry; urocanic acid and 5,6-dihydroxyindole possess $C_s$ symmetry in their planar forms, which we had to abandon for the exploration of the largest number of the considered photochemical reaction pathways (in the case of urocanic acid) and for obtaining more realistic structures (in the case of oligomers of 5,6-dihydroxyindole).

The next chapter presents the theoretical concepts for the description of conical intersections as well as the available techniques for the optimization of conical intersections and for the exploration of photochemical reaction paths. Following this, a brief description of the employed $ab$ initio methodologies, which have been used to obtain the results of this thesis, is given. In the third chapter, the three published papers, the submitted manuscript, and the manuscript in preparation, which constitute this thesis, are summarized and the individual contributions of the candidate are described. The last chapter summarizes the results for each of the studied molecules in the context of the existing literature and provides an outlook on future work.
Chapter 2

Theoretical Concepts and Computational Methods

The theoretical concepts of conical intersections and techniques for the optimization of conical intersections as well as for the exploration of photochemical reaction paths are described in this chapter. The computational methods that have been used for the investigation of the molecular systems comprising this thesis are nowadays well established and in wide use for various applications in computational chemistry. The following presentations of the computational methods focus on the general idea of each method, its strengths and weaknesses, and the benefits of using a particular method in the treatment of the excited-state chemistry of bioorganic molecules. Since the underlying theory is too lengthy and technical to be presented in a concise manner, the interested reader is referred to the original literature or available compendia on electronic-structure methods.\textsuperscript{13,14,16}

2.1 Conical Intersections and Photochemical Reaction Paths

A conical intersection can be characterized by the geometry of the molecule and the topography of the two (or more) intersecting potential-energy surfaces. At a point of conical intersection, only two nuclear-displacement vectors of the molecular system can lift the degeneracy in first order, which are the branching-space vectors. The gradient-difference vector, $\mathbf{g}$, points in the direction of maximal splitting between the two potential-energy surfaces. The nonadiabatic-coupling vector, $\mathbf{h}$, points in the direction of maximal coupling of the two adiabatic electronic states. The analysis of these branching-space vectors helps in determining the chemical process that is mediated by a particular
conical intersection. The topography of the involved potential-energy surfaces in the branching space in close proximity to a conical intersection resembles the shape of a double cone. This double cone is obtained when the energies of the involved potential-energy surfaces are plotted against the nuclear displacements of the two branching-space vectors. The topography of the lower adiabatic potential-energy surface in close proximity to the conical intersection can provide insight into the relative yields of the photoproducts, which can be formed after passage through the conical intersection. The remaining $3N - 8$ molecular degrees of freedom form the so-called intersection seam, on which the degeneracy is retained along a hyperline.$^{1,7-11}$

Several methods for the geometry optimization of conical intersections are available. Common to most of these methods is the doubly-constrained approach that minimizes the energy of the upper potential-energy surface while also minimizing the energy gap between the two intersecting potential-energy surfaces. The calculation of the gradients of the energy as well as the nonadiabatic couplings of the two intersecting potential-energy surfaces allows the computation of the branching-space vectors.$^{87-91}$ Furthermore, the calculation of a linear approximation of the energy of the intersecting potential-energy surfaces allows the determination of the topographical properties of a particular conical intersection.$^{92}$ A few years ago, a novel method for the optimization of minimum-energy conical intersections was put forward, which we have made extensive use of. This method allows the optimization of conical intersections without the need to evaluate nonadiabatic couplings and therefore allows the use of any electronic-structure method capable of describing electronically excited states, but for which analytical nonadiabatic couplings are not yet available.$^{93}$

For the optimization of the geometry of conical intersections and for the calculation of the nuclear-displacement vectors of the branching-space vectors as well as the linear approximation of the energy of the intersecting potential-energy surfaces at the CASSCF level (vide infra) we have used the Columbus 7.0 program package.$^{94}$ In other cases, we have used the program CIOpt$^{93}$ coupled to the Turbomole 6.3.1 program package$^{95}$ to optimize the geometry of conical intersections at the mixed ADC(2)/MP2 level (vide infra).

The exploration of the reaction path from the Franck–Condon region to the relevant conical intersections is accomplished mainly via four techniques. The first technique is the rigid scan, where the internal coordinate identified as a suitable approximation for the exploration of the photochemical reaction is changed in increments, and single-point energy evaluations are performed along the obtained reaction path. The starting geometry used for this approach is usually chosen to be the ground-state equilibrium geometry or the optimized
2.2 Ab Initio Electronic-Structure Methods

2.2.1 CASSCF

The complete-active-space self-consistent-field (CASSCF) method is a multi-configurational self-consistent-field (SCF) method. The wavefunction is expanded as a linear combination of configurations (that is, of the Hartree–Fock determinant and excited determinants). The configurations are usually chosen as configuration state functions, which are pure spin states. The orbital space of the system is partitioned into three subsets: the inactive occupied orbitals, the active orbitals (which contain occupied and unoccupied orbitals of the Hartree–Fock reference wavefunction), and the inactive unoccupied orbitals. Within the active space of molecular orbitals, a full-CI (full configuration interaction) calculation is performed. In contrast to the CI method, not only are the CI coefficients being optimized in the CASSCF procedure, but also the molecular orbitals. The choice of the active space depends on the chemical problem that one wants to study. For the work of this thesis, the state-averaged CASSCF method was used, in which the average of the energy of several selected electronic states is minimized.

The use of a multiconfigurational method like the CASSCF method is imperative for systems with a quasi-degenerate ground state and advantageous for treating electronically excited states, where a multitude of excited states can be close in energy. The drawback of the CASSCF method is the lack of
dynamic correlation: only a small portion of the correlation energy of the electrons is captured by the CASSCF method. The dynamic electron-correlation energy needs to be recovered by improving the CASSCF reference wavefunction using variational or perturbational methods. Among such methods are the multi-reference configuration-interaction (MRCI) treatment or second-order perturbation theory. One of the methods based on perturbation theory, the CASPT2 method, will be discussed in the subsequent section.13–17,99

Analytical energy gradients for the state-averaged CASSCF method have been available for a few decades. The geometries obtained by geometry optimization at the CASSCF level are usually of sufficient accuracy, while the accuracy of the energy is poor. The low computational cost and the reasonable accuracy of the optimized geometries is the reason for the widespread application of this method for the optimization of transition states, equilibrium geometries of electronically excited states, and conical intersections.13,14,16,99

For the calculations at the SA-CASSCF level we have used the program packages Columbus 7.0,94 Molcas 7.6,100 and Molpro 2006.1.101

2.2.2 CASPT2

In the ansatz of complete-active-space perturbation theory (CASPT) the zeroth-order wavefunction is a CASSCF wavefunction. Second-order perturbation theory based on a CASSCF reference wavefunction is known as CASPT2.13,14,16,102 For the treatment of the systems presented in this thesis we have used both the single-state CASPT2102,103 and the multi-state CASPT2104 methods. In the latter method, the single-state CASPT2 energies are allowed to interact via an effective Hamiltonian. This procedure can remedy problems arising when the single-state CASPT2 approach is used in regions of energetically closely-spaced potential-energy surfaces.

A problem that often arises in the use of the CASPT2 method are so-called intruder states. These can occur when the perturbational energy correction leads to a substantial lowering of the energy of an electronic state that has not been captured by the CASSCF reference wavefunction. An ad hoc solution for this problem is the use of a level-shift, which adds a constant to the zeroth-order Hamiltonian. This can remove the intruder states in the energy range of interest, but also deteriorates the accuracy of the computed energies.105,106

CASPT2 has been of wide use for performing single-point energy evaluations for geometries optimized at the CASSCF level or for the computation of vertical excitation energies. The combination of CASSCF-optimized geometries with CASPT2-corrected energies is one of the most commonly used combinations of methods in the field of computational photochemistry. This combination is known as the CASPT2//CASSCF methodology.13–17,99
2.2.3 CC2

The CC2 (approximate second-order coupled cluster with singles and doubles) method is based on an approximation in the CCSD (coupled cluster with singles and doubles) model, which involves the simplification of the doubles equations by retaining only the terms correct through first order. The singles equations, which have a negligible effect on the energy, but are crucial for obtaining accurate molecular properties, are retained in their original form. This approximation reduces the scaling from \( N^6 \) for the CCSD method to \( N^5 \) for the CC2 method (\( N \) being the number of basis functions). The CC2 method yields an energy which is correct through second order (instead of an energy which is correct through third order as is the case for CCSD) and, therefore, an energy of similar accuracy as the MP2 method.\(^{108-110}\)

The formalism employing a linear-response function, which does not require the explicit calculation of an excited-state wavefunction, makes CC2 an efficient method for the calculation of excitation energies, oscillator strengths, and various molecular properties. The linear-response function for CC2 is defined via a Jacobi matrix, whose eigenvalues provide the CC2 excitation energies.\(^{108,109}\) The accuracy of excitation energies is comparable to the accuracy of the MP2 energy for the electronic ground state of closed-shell systems.\(^{13,108-110}\)

Like all single-reference coupled-cluster methods, the CC2 method may break down in regions close to conical intersections. As a single-reference method, CC2 is also inappropriate for systems with an electronic ground state of multiconfigurational character. Moreover, since the double excitations are approximated in zeroth-order perturbation theory, CC2 is also inappropriate for excited states which are dominated by doubly excited configurations (this would require to use the much costlier CC3 method).\(^{108-110}\)

The CC2 method provides reasonable results for the excited states of organic molecules.\(^{110-112}\) Analytical gradients available at the CC2 level offer an efficient way to optimize the geometries of excited states.\(^{109,110,113}\)

For the calculations at the CC2 level we have been using the program package Turbomole 6.3.1.\(^{95}\)
2.2.4 ADC(2)

The algebraic-diagrammatic construction of second order, ADC(2), is a polarization-propagator scheme, and, as such, explicitly devised for the computation of excitation energies, oscillator strengths, and molecular properties. A second-order perturbation expansion is applied to a Hermitian secular matrix, which contains singly and doubly excited determinants of the Hartree–Fock reference wavefunction. The ADC(2) method scales as $N^5$, as does CC2. The advantage of the ADC(2) method compared to the CC2 method is the fact that the excitation energies are obtained as the eigenvalues of a Hermitian secular matrix, whereas in the CC2 method the excitation energies are obtained as the eigenvalues of a non-Hermitian Jacobi matrix. This is the reason why CC2 often fails in the vicinity of conical intersections, while ADC(2) may perform well in such cases.

The ADC(2) method provides a very efficient way to obtain excitation energies, oscillator strengths, and molecular properties of organic molecules of reasonable accuracy. While the standard deviation from experimentally determined values is a little larger than at the CC2 level, the ADC(2) method is more stable in near-degeneracy regions. Analytical gradients available at the ADC(2) level offer an efficient way to optimize the geometries of excited states for larger molecules.

For the calculations at the ADC(2) level we have been using the program package Turbomole 6.3.1.
Chapter 3

Summaries of Publications and Manuscripts

In this chapter, the three published papers, the submitted manuscript, and the manuscript in preparation, which comprise the work of this thesis, are summarized. These five projects are presented in the order in which they were submitted for publication. The individual contributions of the candidate to each piece of work are described. The three published papers are attachments to this thesis. To avoid prior-to-publication issues, the submitted manuscript and the manuscript in preparation are not attachments to this thesis, but will be made available to the reviewers of this thesis.

3.1 Electronically Excited States and Photochemical Reaction Mechanisms of β-Glucose


The vertical excitation energies of one conformer of β-glucose (that is, β-D-glucopyranose) were computed with three ab initio methods. The UV-absorption spectrum was simulated and several types of photochemical reaction mechanisms were explored with ab initio methods. We found that low-lying singlet excited states are of $n\sigma^*$ nature and of partial Rydberg character. They originate from the excitation of an electron from lone-pair orbitals of the oxygen
atoms of OH groups to $\sigma^*$ orbitals of O–H bonds. The simulated absorption spectrum shows a broad absorption in the UV-C region. We explored two types of photochemical reaction processes: hydrogen-detachment processes that are driven by O–H antibonding $n\sigma^*$ states and ring-opening processes driven by C–O or C–C antibonding $n\sigma^*$ states. We were able to fully characterize each of the five possible O–H hydrogen-detachment reaction paths including the optimization of the relevant $S_1/S_0$ conical intersections. We also explored a C–O ring-opening process and proved the existence of C–C ring-opening processes. Analyses of the topography of the potential-energy surfaces at the relevant conical intersections suggest that the probability of aborted photochemical reactions is higher than the probability of generation of photoproducts. Our results indicate that the O–H hydrogen-detachment processes rather than the C–O ring-opening processes dominate the photochemistry of glucose due to the involvement of the light hydrogen atom, although these processes are mediated by conical intersections of higher energy. We compared the O–H hydrogen-detachment processes driven by $n\sigma^*$ states in glucose to the well-known O–H and N–H hydrogen-detachment processes driven by $\pi\sigma^*$ states in several aromatic molecules. We also compared the photochemistry of glucose to the well-studied photochemistry of methanol—which can be regarded as a “methylene-hydrate” and, as such, as a building block of carbohydrates—and pointed out similarities. This is the first ab initio calculation dealing with the excited-state chemistry of a carbohydrate. Our predictions have yet to be confirmed by spectroscopic experiments.

**Individual contributions of the candidate:**

I explored the available options for the computation of vertical excitation energies and photochemical reaction processes of carbohydrates using several quantum-chemistry program packages. The methodologies and levels of theory were benchmarked to ascertain which kind of methodology is suitable for the description of the excited-state chemistry of carbohydrates and which level of theory is appropriate for balancing accuracy and efficiency. I thoroughly explored the current state of knowledge in the field of carbohydrate chemistry to select a suitable conformer and to integrate our publication into the various scientific communities of computational chemistry, spectroscopy, and carbohydrate chemistry. I co-designed and progressively extended the research of this project, performed all the calculations, analyzed and interpreted the data, and created the tables, graphs, and figures. I wrote and submitted the manuscript, replied to the reviewers’ comments, and handled all correspondence with editors (as corresponding author).
3.2 Mechanisms of Ultrafast Excited-State Deactivation in Adenosine


This investigation was motivated by the experimental finding that laser-desorbed samples of jet-cooled adenosine do not give a signal in the resonant two-photon ionization mass spectrum, in contrast to adenine. This hints at the existence of an ultrafast radiationless excited-state deactivation mechanism in adenosine that is not existent in adenine. We explored the electron-driven proton-transfer process for a syn conformer exhibiting a 5′-O–H⋅⋅⋅N3 intramolecular hydrogen bond and an anti conformer exhibiting a 2′-O–H⋅⋅⋅N3 intramolecular hydrogen bond. These processes are mediated by an excited singlet state of charge-transfer character, which involves a translocation of electron density from the ribose moiety to the adenine moiety. We found that this process should be able to compete with the well-known ring-puckering deactivation processes inherent to the adenine moiety on energetic grounds, since the relevant conical intersections are lower in energy than the ring-puckered conical intersections. We postulate that the lack of a barrier along the relevant photochemical reaction path as well as the involvement of the light hydrogen atom in the proton-transfer deactivation process (in contrast to the involvement of the heavier carbon atoms, nitrogen atoms, and amino groups in the ring-puckering deactivation processes of the adenine moiety) leads to a shorter timescale for this process, which can explain the non-existence of a resonant two-photon ionization signal in the mass spectrum. We propose an experimental test to confirm our predictions. Also, we suggest that this mechanism may have been of relevance in the chemical evolution of life when the first nucleosides emerged from simpler precursors.

Individual contributions of the candidate:
I tested several ab initio methods to ascertain which one was most suited for tackling this relatively large system, and decided on the ADC(2) method. I used a new approach and a new program to optimize the conical intersections of this system. I extended the original design of the research, performed all the calculations, analyzed and interpreted the data, proposed an experimental test to confirm our predictions by spectroscopic means, and created the graphs and figures. Finally, I wrote and submitted the manuscript, replied
to the reviewers’ comments, and handled all correspondence with editors (as corresponding author).

### 3.3 Photochemical Mechanisms of Radiationless Deactivation Processes in Urocanic Acid


We considered two rotamers of each of the N3H and N1H tautomers of urocanic acid, as well as the isomers resulting from $E \rightarrow Z$ photoisomerization of these four initial isomers. We computed the vertical singlet excitation energies and the oscillator strengths of eight isomers at two levels of theory and performed a detailed analysis of the energy profiles of the relevant singlet excited-state potential-energy functions along the photoisomerization reaction path as well as along several reaction paths for excited-state deactivation. We identified a deactivation mechanism via electron-driven proton transfer, which is mediated by an excited singlet state of charge-transfer character in an intramolecularly hydrogen-bonded $Z$ isomer, as well as two mechanisms inherent to the imidazole moiety: the N–H hydrogen-detachment process and the ring-puckering process. We optimized and analyzed the relevant $S_1/S_0$ and $S_2/S_1$ conical intersections for each of the considered photochemical processes. We characterized the branching-space vectors of all the optimized conical intersections and analyzed the topography of the potential-energy surfaces in close proximity to the $S_1/S_0$ conical intersection for the photoisomerization process of one isomer. This topography suggests that the progression of an aborted photochemical process and a successful photoisomerization process should be of equal probability. For the $E/Z$ photoisomerization process we compare the energy profiles of the $\pi\pi^*$ state with the corresponding profile of the $V$ state of ethylene. We offer a novel interpretation of previously obtained spectroscopic findings by pointing out the reversed order of the $n\pi^*$ and $\pi\pi^*$ excited singlet states in the N3H and N1H tautomers. This reversed order suggests that the N3H tautomers are responsible for the wavelength-dependent photoisomerization quantum yield, since the $S_1$ state of these tautomers is the $n\pi^*$ state, whose excitation allows the system to proceed only along the photoisomerization process. All other radiationless deactivation processes outlined in
this work become accessible with the excitation to the bright $\pi\pi^*$ state, which is the $S_2$ state in these tautomers. In the N1H tautomers, where the $S_1$ state is the $\pi\pi^*$ state, all processes compete from the onset of the absorption. This investigation provides novel insight into the photochemical mechanisms for radiationless excited-state deactivation in urocanic acid. Our results demonstrate the efficient UV-filtering capacity of urocanic acid.

**Individual contributions of the candidate:**

I carefully tested a number of parameters for the CASSCF method: the active space and the state-averaging had to be specifically designed for the computation of the vertical excitation energies, for the computation of the energy profiles of each of the studied photochemical processes, as well as for the optimization of the various conical intersections of each of the studied processes. Moreover, the performance of the SS- and the MS-CASPT2 methods had to be compared and, finally, the level-shift for the CASPT2 method had to be optimized. I designed most of the research, performed all the calculations, analyzed and interpreted the data, and created the tables, graphs, and figures. Finally, I wrote and submitted the manuscript, replied to the reviewers’ comments and handled all correspondence with editors (as corresponding author).

### 3.4 How Kynurenines Protect the Retina from Sunburn: A Joint Electronic-Structure and Dynamics Study


We considered two conformers of kynurenine and one conformer of 3-hydroxykynurenine O-β-D-glucoside. For kynurenine, we performed a joint study employing static explorations of photochemical reaction paths and nonadiabatic trajectory-surface-hopping molecular-dynamics simulations. We explored the photochemical reaction paths for radiationless excited-state deactivation via electron-driven proton-transfer processes, which are mediated by excited singlet states of charge-transfer character, and optimized the conical intersections for these processes at the ADC(2) level. The explorations of the excited-state reaction paths suggest that cis kynurenine, which exhibits an in-
tramolecular hydrogen bond between the ring-amino group and the keto group, can deactivate via ring-N–H⋯O=C proton transfer, while trans kynurenine, which exhibits an intramolecular hydrogen bond between the tail-amino group and the keto group, can deactivate via tail-N–H⋯O=C proton transfer. Additionally, we identified a number of ring-puckering deactivation mechanisms which are inherent to the phenyl moiety. For the nonadiabatic dynamics simulations, we propagated trajectories for the cis and trans conformers of kynurenine at the TDDFT level. These simulations suggest that kynurenine deactivates on a femtosecond-to-picosecond timescale via electron-driven proton transfer. While cis kynurenine indeed deactivates via ring-N–H⋯O=C proton transfer (as suggested by the explorations of the reaction paths), trans kynurenine tends to undergo trans→cis isomerization before also deactivating via ring-N–H⋯O=C proton transfer. Only a few trajectories for trans kynurenine deactivated via tail-N–H⋯O=C proton transfer or other proton-transfer processes. The dynamics simulations therefore suggest that the ring-N–H⋯O=C proton-transfer deactivation process is the dominant deactivation process in kynurenines, irrespective of the conformer. Additionally, we also explored a deactivation process for an intramolecularly hydrogen-bonded conformer of 3-hydroxykynurenine O-β-D-glucoside. Here, a proton transfer from an OH group of the glucose moiety to the ring-amino group of the aniline moiety can occur, namely, a 6′-O–H⋯N2 proton transfer. We compared our findings on kynurenine with the excited-state deactivation processes in peptides, and our findings on 3-hydroxykynurenine O-β-D-glucoside with the results from our previous studies of adenosine and glucose. We propose novel interpretations of previously obtained spectroscopic findings in light of the obtained results. This study provides a new level of mechanistic insight into the exceptionally efficient UV-filtering capacity of kynurenines.

**Individual contributions of the candidate:**

I tested the performance of the multiconfigurational CASPT2//CASSCF methodology against the CC2 and ADC(2) linear-response methods for the description of this rather large system and decided on the ADC(2) method for production runs. I carefully explored the available conformers of kynurenine and 3-hydroxykynurenine O-β-D-glucoside, and ascertained which conformers could be of relevance for excited-state deactivation processes. I designed the entire study and performed all static ab initio calculations for the computation of vertical excitation energies, the exploration of photochemical reaction paths, the optimization of conical intersections, and analyzed and interpreted these data. I co-designed the scope of the dynamics simulations together with our collaborator Nada Došlić and coordinated regularly with her and Momir
3.5 Photophysics of 5,6-Dihydroxyindole

Mališ, who performed the dynamics simulations, to ensure a seamless complementarity between the static explorations of reaction paths and the dynamics simulations. I created all graphs and figures for the electronic-structure part of the manuscript. Finally, I wrote the manuscript and submitted it (as corresponding author).

3.5 *Ab Initio* Study of the Photophysics of Eumelanin: Onset of the Electronic Absorption Spectra of Isolated and π-Stacked Oligomers of 5,6-Dihydroxyindole


In this study, we investigated the effect of oligomerization of 5,6-dihydroxyindole and π-stacking of oligomers of 5,6-dihydroxyindole on the onset of the electronic absorption spectra. We selected a reasonable number of isomers for each degree of oligomerization, namely, of monomers, dimers, trimers, tetramers, and pentamers. Apart from these isolated oligomers, we also considered stacked monomers, stacked dimers, and stacked trimers, as well as triply-stacked monomers and triply-stacked dimers. We optimized the ground-state equilibrium geometries of these species at the MP2/cc-pVDZ level and calculated the vertical excitation energies and oscillator strengths of the two lowest excited singlet states at the CC2/cc-pVTZ level of theory (due to the significant computational cost of the calculations for the larger systems, we had to compromise on computing only the two lowest excited singlet states to be able to simulate the onset of the electronic absorption spectra). Our study provides novel insight into the photophysical properties of oligomers as well as π-stacked structures of 5,6-dihydroxyindole and reveals to which extent oligomerization and π-stacking result in a red-shift of the electronic absorption spectrum.

*Individual contributions of the candidate:*

I designed the research together with our collaborator Tatiana Domratcheva. I tested the basis-set dependence of the excitation energies at the CC2 level to
ascertain which basis-set size is necessary to balance accuracy and computational cost. I selected which oligomers to calculate and selected a reasonable number of isomers of each oligomer size. I performed the geometry optimizations and the computations of the CC2 vertical excitation energies, analyzed and interpreted the data, and created the graphs and figures. I wrote the manuscript as it is at the time of submission of this thesis.
Chapter 4

Discussion and Conclusions

The goal of this work is the exploration of the photophysical properties and the photochemical mechanisms of bioorganic molecules of physiological or biological significance using \textit{ab initio} methods. For this, we have selected the following molecules: adenosine, a building block of nucleic acids, urocanic acid, a UV filter found in the epidermis of human skin, kynurenine, a UV filter found in the human ocular lens, oligomers of 5,6-dihydroxyindole, the building blocks of eumelanin and a color pigment of human skin, and \(\beta\)-glucose, an archetypical carbohydrate. These studies have been conducted together with a longtime collaborator of the research group of Wolfgang Domcke, Andrzej L. Sobolewski (Institute of Physics, Polish Academy of Sciences, Warsaw, Poland).

Our investigations of adenosine have provided an explanation of a recently published spectroscopic observation that suggests a significantly shorter excited-state lifetime for adenosine than for adenine.\textsuperscript{39} We identified a mechanism in a \(5'-\text{O-\text{H} \cdots \text{N3}}\) intramolecularly hydrogen-bonded \textit{syn} and a \(2'-\text{O-\text{H} \cdots \text{N3}}\) intramolecularly hydrogen-bonded \textit{anti} conformer of adenosine for excited-state deactivation via electron-driven proton transfer which is mediated by an excited singlet state of charge-transfer character. The relevant conical intersection for this mechanism is lower in energy than the well-known \(\text{C2- and C6-ring-puckered conical intersections inherent to the adenine moiety.}\textsuperscript{116–118} We optimized these conical intersections at the ADC(2) level. The photochemical reaction path connecting the Franck–Condon region with the relevant proton-transfer conical intersection was found to be barrierless. We suggest that the favorable energetics, the barrierless reaction path, and the involvement of the light hydrogen atom (in contrast to the displacements of the heavier carbon atoms, nitrogen atoms, and amino groups involved in the ring-puckering deactivation processes inherent to the adenine moiety) are responsible for the shorter excited-state lifetime of adenosine observed in the spectroscopic experiments. We have proposed an experimental test to confirm
our predictions, which involves the blocking of all OH groups in adenosine by alcohol-protecting groups and repeating the spectroscopic experiments. We suggest that the presented mechanism may have been of relevance in the chemical evolution of life when the first nucleosides emerged from simpler precursors.\textsuperscript{119}

In the case of urocanic acid, we have provided a systematic analysis of the vertical excitation energies of eight rotamers and tautomers. We optimized the relevant $S_1/S_0$ and $S_2/S_1$ conical intersections involved in the various photochemical processes and identified a number of photochemical mechanisms for radiationless deactivation of photoexcited urocanic acid. Among these processes are the photoisomerization process, an electron-driven proton transfer for an intramolecularly hydrogen-bonded $Z$ isomer, an N–H hydrogen-detachment process, as well as a ring-puckering process inherent to the imidazole moiety.\textsuperscript{120} These findings suggest that urocanic acid possesses the intrinsic ability to act as a natural sunscreen, that is, a UV filter. We compared the topography of the potential-energy surface of the $\pi\pi^*$ state along the photoisomerization reaction coordinate with the topography of the potential-energy surface of the $V$ state of ethylene.\textsuperscript{121} We have also provided novel insight into the photoisomerization process of urocanic acid, which has been the subject of controversial debate,\textsuperscript{40,43,44,47,51} and provided a new interpretation of previously obtained spectroscopic findings.\textsuperscript{43,44} The photoinduced population of the $\pi\pi^*$ state of urocanic acid allows the system to access the entirety of the identified mechanisms for excited-state deactivation, all of which compete with the photoisomerization process. In the N3H tautomers, the $n\pi^*$ state is the $S_1$ state and the excitation to the $n\pi^*$ state via intensity-borrowing from the nearby $\pi\pi^*$ state allows the system to access only the photoisomerization process, since the other radiationless deactivation processes are not accessible. Only by exciting the $\pi\pi^*$ state, which is the $S_2$ state, do these processes become available in the N3H tautomers. In the N1H tautomers, on the other hand, the $S_1$ state is the $\pi\pi^*$ state and all radiationless deactivation processes, including the photoisomerization process, compete from the onset of the absorption. This suggests that the wavelength-dependent quantum yield for photoisomerization\textsuperscript{40,43,44,122} is a property of the N3H tautomers in the gas phase. Due to the shift of the absorption energies in solution, this effect might not be the underlying cause for the wavelength-dependent photoisomerization quantum yield measured in solution.\textsuperscript{40,43,44,122} We have significantly advanced the understanding of the photochemical properties and the available mechanisms for radiationless deactivation of this molecule, although there is more work to be done before a complete and conclusive understanding will have been gained. Nonadiabatic molecular-dynamics simulations and the computa-
tion of the vertical excitation energies including solvent effects are necessary steps to gain further insight into the wavelength-dependent photoisomerization quantum yield.123

For kynurenine, we explored the photochemical reaction paths for radiationless excited-state deactivation by \textit{ab initio} electronic-structure calculations and by nonadiabatic trajectory-surface-hopping molecular-dynamics simulations. We have thus identified a number of photochemical mechanisms responsible for the highly efficient UV-filtering capacity of these molecules.54–58 We explored two electron-driven proton-transfer processes from the two amino groups to the keto group which are mediated by excited states of charge-transfer character. The relevant excited-state potential-energy profiles are well below the vertical excitation energies of the lowest absorbing $\pi\pi^*$ state and exhibit negligible barriers. The ring-puckering process inherent to the phenyl moiety was shown to exhibit an apparent barrier similar to the analogous process in benzene and aniline.124–127 We optimized the conical intersections for each of these deactivation processes. The mechanistic picture suggested by the static exploration of the energy profiles of the photochemical reaction paths was reinforced by nonadiabatic dynamics simulations of the \textit{cis} and \textit{trans} conformer, which were carried out by our collaborators Nađa Došlić and Momir Mališ (Division of Physical Chemistry, Ruđer Bošković Institute, Zagreb, Croatia). We found that kynurenine deactivates on a femtosecond-to-picosecond timescale mainly via proton-transfer processes from amino groups to the keto group. As suggested by the exploration of the excited-state reaction paths, radiationless deactivation in the \textit{cis} conformer of kynurenine proceeds mainly via the ring-N–H· · ·O=C proton-transfer process, while the \textit{trans} conformer tends to undergo \textit{trans}→\textit{cis} isomerization before also deactivating via the ring-N–H· · ·O=C proton-transfer process. The remaining trajectories for \textit{trans} kynurenine deactivated via tail-N–H· · ·O=C proton transfer and via ring-N–H· · ·O=COH proton transfer (that is, involving the terminal carboxylic group). The calculated $S_1$ lifetimes of 2.8 and 0.96 ps for the \textit{cis} and \textit{trans} conformers, respectively, are of the same order of magnitude as the two shortest time constants determined by transient-absorption experiments of kynurenine in aqueous solution.57 The dynamics simulations have not provided any evidence that the ring-puckering processes inherent to the phenyl moiety are of relevance in kynurenine. For 3-hydroxykynurenine O-β-D-glucoside, which is the predominant form of kynurenine in the ocular lens, we explored a deactivation process via proton transfer from the 6'-OH group of the glucose moiety to the ring-amino group of the phenyl moiety (that is, a 6'-O–H· · ·N2 proton transfer). This mechanism is very similar to the mechanism that we have identified for adenosine.119 These results provide a new level of mechanistic in-
sight into the photochemical processes responsible for the efficient UV-filtering capacity of kynurenines.\textsuperscript{128}

For eumelanin, we investigated—in collaboration with Anikó Udvarhelyi and Tatiana Domratcheva (Department of Biomolecular Mechanisms, Max-Planck-Institut für Medizinische Forschung, Heidelberg, Germany)—the effect of oligomerization and of $\pi$-stacking of 5,6-dihydroxyindole, one of the monomeric building blocks of eumelanin, on the onset of the electronic absorption spectra. For this, we considered a reasonable number of isomers of the monomers, dimers, trimers, tetramers, and pentamers, as well as stacked monomers, stacked dimers, stacked trimers, triply-stacked monomers, and triply-stacked dimers of 5,6-dihydroxyindole. While similar studies were conducted previously using semiempirical methods,\textsuperscript{71–73} we performed such calculations with accurate \textit{ab initio} methods. The calculations suggest that $\pi$-stacking of oligomers of 5,6-dihydroxyindole has a more profound effect on the red-shift of the absorption profile than increasing oligomerization.\textsuperscript{129}

In the case of glucose, we computed the vertical singlet excitation energies, simulated the UV-absorption spectrum, and identified several photochemical mechanisms that can mediate radiationless deactivation or lead to the formation of photoproducts. The low-lying excited states are $n\sigma^*$ states of partial Rydberg character. We have identified two generic types of reaction processes: O–H hydrogen-detachment processes and C–O as well as C–C ring-opening processes. We optimized the conical intersections related to these processes and analyzed the branching-space vectors. These processes can mediate excited-state deactivation via an aborted photochemical reaction. The topography of the intersecting potential-energy surfaces in close proximity to the conical intersections suggests that the probability for aborted photoreactions is higher than for the generation of photoproducts. We compared our findings with the well-known photochemistry of methanol,\textsuperscript{130–133} which as a “methylene-hydrate” can be regarded as the simplest building block of carbohydrates. The potential-energy profiles of the $n\sigma^*$ states as well as the apparent significance of O–H hydrogen-detachment processes in glucose show similarities to the characteristics of previously studied $\pi\sigma^*$ states for O–H and N–H hydrogen-detachment processes in aromatic molecules.\textsuperscript{133,134} We suggest that our findings on glucose may be generic for the entire class of carbohydrates. The identified properties could have been a decisive factor for the widespread incorporation of carbohydrates into biological matter. Our results should stimulate future studies of the properties and photochemical mechanisms of more complex carbohydrates, such as disaccharides (for example, sucrose and cellobiose) or polysaccharides (for example, cellulose).\textsuperscript{135}

We have shown by the \textit{ab initio} studies of five biomolecules in \textit{vacuo}
that the investigation of isolated molecules can provide a detailed level of
insight into the intrinsic photophysical and photochemical properties of these
biomolecules. The results suggest future studies which should aim at two
major goals. First, it is desirable to study the reaction dynamics of the pho-
toexcited molecular systems by performing nonadiabatic molecular-dynamics
simulations. While we have performed such simulations of the photoinduced
nonadiabatic dynamics for kynurenine, this is a pending task for the remain-
ing molecules considered in this thesis. Another direction is the theoretical
description of the photochemistry of these molecules in their natural environ-
ment, that is, in aqueous solution or in protein cavities. For example, urocanic
acid and kynurenine are not found as neutral molecules in their natural envi-
ronment, but as anions or zwitterions.\textsuperscript{40,55,136,137} These future \textit{in aquo} or \textit{in situ}
studies should comprise the exploration of the vertical excitation energies and
the energy profiles of the photochemical reaction paths, as well as nonadiabatic
dynamics simulations of these more complete systems.

The results presented in this thesis demonstrate the fruitful interplay be-
tween spectroscopy and computational chemistry.\textsuperscript{19} On the one hand, some of
the computational studies have been motivated by unexpected or peculiar find-
ings obtained with spectroscopic means. On the other hand, we have presented
several cases where our computational investigations have provided a rational-
ization of an unexpected spectroscopic result (for example, in adenosine and
urocanic acid). Spectroscopic data may confront computational photochem-
istry with intriguing challenges. No less so, the insights gained from computa-
tional photochemistry may motivate spectroscopic investigations, which would
not have been performed otherwise.
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Electronically excited states and photochemical reaction mechanisms of β-glucose
Electronically excited states and photochemical reaction mechanisms of β-glucose†

Deniz Tuna,* Andrzej L. Sobolewski† and Wolfgang Domcke†

Carbohydrates are important molecular components of living matter. While spectroscopic and computational studies have been performed on carbohydrates in the electronic ground state, the lack of a chromophore complicates the elucidation of the excited-state properties and the photochemistry of this class of compounds. Herein, we report on the first computational investigation of the singlet photochemistry of β-glucose. It is shown that low-lying singlet excited states are of nπ* nature. Our computations of the singlet vertical excitation energies predict absorption from 6.0 eV onward. Owing to a dense manifold of weakly-absorbing states, a sizable and broad absorption in the ultraviolet–C range arises. We have explored two types of photochemical reaction mechanisms: hydrogen-detachment processes for each of the five O–H groups and a C–O ring-opening process. Both types of reactions are driven by repulsive nπ* states that are readily accessible from the Franck-Condon region and lead to conical intersections in a barrierless fashion. We have optimized the geometries of the conical intersections involved in these photochemical processes and found that these intersections are located around 5.0 eV for the O–H hydrogen-detachment reactions and around 4.0 eV for the C–O ring-opening reaction. The energies of all conical intersections are well below the computed absorption edge. The calculations were performed using linear-response methods for the computation of the vertical excitation energies and multiconfigurational methods for the optimization of conical intersections and the computation of energy profiles.

1 Introduction

Glucose is a constituent of many forms of biological matter found in nature, for example, sucrose (table sugar), lactose (milk sugar), amylose (starch), and cellulose, the biopolymer found in the cell walls of green plants and the most abundant organic material on earth. Carbohydrates (also known as saccharides or sugars) fulfill a multitude of biological functions. They are part of nucleic acids (DNA and RNA), glycoproteins, proteoglycans, glycolipids, glycoside hydrolases, and glycosyltransferases.1

For decades, carbohydrates have been the focus of many experimental, spectroscopic, and computational investigations. Studies include the exploration of the conformational space and structural properties of mono-,2–12 di-,13–16 oligo-, and polysaccharides,17–20 chemical reactions (condensation and isomerization,21–26 hydrogen abstraction27 and (photo-)fragmentation28–31) and the computation of vibrational spectra.32–34 Progress has also been made in the computational simulation of the structure of biopolymers such as cellulose35,36 as well as computations of their physical and chemical properties.37–39

Computational and experimental studies of carbohydrates were reviewed by Imberty and Pérez.40 A review on joint spectroscopic and computational studies of carbohydrates in the gas phase was given by Simons et al.,41 and a review on the merits of using quantum chemistry to investigate various aspects of carbohydrate chemistry by da Silva.42 Considerable efforts were put into the development and evaluation of suitable force-field,43,44 semi-empirical,45 and ab initio methods46–48 for the study of carbohydrates.

Despite a number of computational studies published to date, we are not aware of any computational study on the...
of conical intersections are a complete breakdown of the Born-Oppenheimer approximation and an exceptionally strong local anharmonicity of the potential-energy surfaces, which leads to a very efficient energy exchange between vibrational degrees of freedom. The conical intersection can act as a funnel that directs the photochemical reaction to specific photoproducts. The analysis of the topography of the lower adiabatic energy surface near a conical intersection can provide qualitative predictions of the relative yields of photoproducts. Photochemical reactions that are aborted at conical intersections of the $S_1$ and $S_0$ energy surfaces are a very efficient mechanism for ultrafast internal conversion, that is, recovery of the reactant after photoexcitation. The quenching of deleterious photochemical reactions by ultrafast internal conversion is believed to be decisive for a high intrinsic photostability of DNA bases as well as amino acids and peptides with aromatic chromophores.

## 2 Results

### 2.1 Vertical excitation energies and absorption spectra

We consider in the present work a conformer of $\beta$-D-glucopyranose (for simplicity called $\beta$-glucose in the following) that is, according to calculations, one of the most stable conformers in the gas phase. This conformer is characterized by the following structural properties (cf. Fig. 3 for the numbering of atoms): (1) a $C_1$ chair conformation, that is, all OH groups and the CH$_2$OH group occupying an equatorial position; (2) a counterclockwise orientation of the four OH groups connected to carbon atoms C1 to C4; (3) a gauche–gauche orientation of the CH$_2$OH group with respect to the C4–C5 and C5–O5 bonds; and (4) a syn-orientation of the C6–OH group with respect to the C5–C6 bond.

While glucose can be found in numerous conformations regarding the torsion angles of the OH groups, the barriers for the conversion of the conformation described in the previous paragraph into rotamers range from around 9 to 20 kJ mol$^{-1}$ (at the DFT level). For comparison, the harmonic vibrational frequencies of the OH torsional modes of this conformer are found in the range 400–600 cm$^{-1}$ (4.8–7.2 kJ mol$^{-1}$). It is therefore reasonable to assume that the OH torsional angles can be considered as fixed for a given conformer. Herein, we investigate the photochemistry of the lowest-energy conformer with respect to the HO torsional angles.

According to the Franck-Condon principle, excitation of a molecule by absorption of a photon proceeds in a vertical manner, that is, without a change of the nuclear geometry during the electronic transition. The trajectory of nuclear motion on the excited-state potential-energy surface starts in the Franck-Condon region vertically above the minimum of the ground-state potential well. The calculation of the vertical electronic excitation energies of the ground-state equilibrium geometry is the starting point for the computational simulation of the absorption spectrum as well as the photochemical reaction dynamics.

To our knowledge, neither the vertical excitation energies nor the absorption spectra of any carbohydrate have been
calculated using \textit{ab initio} methods so far. The most popular method for the computation of excitation energies of organic molecules is the time-dependent density functional theory (TDDFT) method. We compared the performance of this method with the CC2 method, which is an approximate second-order coupled cluster method (cf. Computational methods). The vertical excitation energies (cf. Table 1) predict the location of the lowest singlet excited state at 6.52 eV (CC2) or at 6.22 eV (TDDFT). Glucose thus absorbs only in the UV-C range of the electromagnetic spectrum. The oscillator strengths of all individual excitations are lower than 0.09 (cf. Fig. 2), which reflects the lack of a chromophore. Although the individual excitations possess only low oscillator strengths, the latter add up to a sizable magnitude: summation of the oscillator strengths for the first 50 excited states yields 0.4164 (CC2) or 0.3066 (TDDFT).

The dipole moment of the ground state is 3.42 D at the CC2 level. The dipole moments of the first 50 excited states range from as low as 0.94 to as high as 9.91 D.

Fig. 1 shows the self-consistent-field (SCF) orbitals at the HOMO–LUMO frontier. The HOMO – 1 and the HOMO are mainly lone-pair orbitals of the oxygen atoms O5 and O6 with some $\sigma$-bonding contributions. The LUMO and LUMO + 1 are $\sigma^*$ orbitals of partial Rydberg character of the O–H bonds connected to the carbon atoms C1 and to C2 and C3, respectively (cf. Fig. 3 for the numbering of atoms). These SCF orbitals look very similar to the Kohn–Sham orbitals used in the TDDFT computation. Basically, all low-lying excited states are generated by excitation of electrons from lone-pair orbitals of one or several oxygen atoms to diffuse antibonding $\sigma^*$ orbitals of one or several O–H or C–H bonds (the $\sigma^*$ orbitals of the O–H bonds are lower in energy than the $\sigma^*$ orbitals of the C–H bonds). Therefore, all these low-lying excited states can be classified as $n\sigma^*$ states of partial Rydberg character. This $n\sigma^*$ nature is further illustrated by the differences in the electron densities of the excited states and the ground state shown in Fig. S1 in the ESL.†

Table 1. Singlet vertical excitation energies (in eV) and oscillator strengths ($f$) computed with the CC2 and TDDFT methods. The states are listed in ascending order of energy. (For details, consult the section Computational methods.)

<table>
<thead>
<tr>
<th>State</th>
<th>CC2/eV</th>
<th>$f$</th>
<th>TDDFT/eV</th>
<th>$f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^1A$</td>
<td>6.52</td>
<td>0.0087</td>
<td>6.22</td>
<td>0.0047</td>
</tr>
<tr>
<td>$3^1A$</td>
<td>6.88</td>
<td>0.0028</td>
<td>6.44</td>
<td>0.0035</td>
</tr>
<tr>
<td>$4^1A$</td>
<td>6.90</td>
<td>0.0151</td>
<td>6.58</td>
<td>0.0007</td>
</tr>
<tr>
<td>$5^1A$</td>
<td>7.04</td>
<td>0.0119</td>
<td>6.65</td>
<td>0.0124</td>
</tr>
<tr>
<td>$6^1A$</td>
<td>7.05</td>
<td>0.0094</td>
<td>6.70</td>
<td>0.0027</td>
</tr>
<tr>
<td>$7^1A$</td>
<td>7.18</td>
<td>0.0080</td>
<td>6.72</td>
<td>0.0089</td>
</tr>
<tr>
<td>$8^1A$</td>
<td>7.30</td>
<td>0.0344</td>
<td>6.77</td>
<td>0.0015</td>
</tr>
</tbody>
</table>

Fig. 1 Self-consistent-field orbitals at the HOMO–LUMO frontier. For the HOMOs an isosurface value of 0.03 was used, while for the LUMOs a value of 0.015 was used.

Fig. 2 Absorption spectra of β-glucose computed using the CC2 method (a) and the TDDFT method (b) up to 8.3 eV. The spectral envelopes were obtained by convolution of the stick spectra using Gaussian functions of 0.4 eV FWHM. (For details, consult the section Computational methods.)
compare our computed spectra to spectroscopic results, since we were unable to find an experimentally recorded gas-phase absorption spectrum of glucose.

2.2 Potential-energy surfaces and conical intersections: hydrogen-detachment reactions

The exploration of the lowest singlet excited-state potential-energy surface \((S_1)\) from the Franck–Condon region to the conical intersection with the electronic ground state \((S_0)\), at which the system can convert its excess electronic energy into vibrational energy and deactivate to the electronic ground state, is required for the understanding of the kinetic feasibility of a particular deactivation pathway. In order to describe a photochemical reaction one has to explore the reaction path from the Franck–Condon region to the relevant conical intersection connecting the excited state with the ground state.\(^{72–75}\) This strategy was dubbed the “pathway approach” by Fusi et al.\(^{76}\)

Fig. 3 shows the potential-energy profiles of the ground state and the \(n\sigma^*\) excited state obtained for the linearly interpolated reaction path (cf. Computational methods) from the ground-state equilibrium geometry (full black circle at the lower left) to the conical intersection (full black and red circles on the right) for the hydrogen-detachment process of the O–H group located at the carbon atom C1. Clearly, the reaction path on the \(n\sigma^*\) potential-energy surface is barrierless from the Franck-Condon region to the conical intersection. The conical intersection is located at around 5.0 eV, about 1.5 eV below the lowest vertical excitation energy.

As one can see from the molecular orbitals shown in the insets, the \(n\sigma^*\) state corresponds to the excitation of an electron from the lone-pair orbital of the oxygen atom to the antibonding \(\sigma^*\) orbital of the O–H bond. At short O–H distances, the \(\sigma^*\) orbital exhibits a partial Rydberg character. As the distance between the two nuclei is increased, this orbital contracts and at longer distances collapses to the 1s orbital of the hydrogen atom.

At a point of degeneracy of two potential-energy surfaces of like multiplicity, that is, a point of conical intersection, only two nuclear degrees of freedom, the so-called branching-space vectors, are able to lift the degeneracy. The other \(3N – 8\) degrees of freedom describe the motion of the system along the multidimensional intersection seam, along which degeneracy is preserved.\(^{68}\) Fig. 4 shows the nuclear displacements of the orthogonalized branching-space vectors of the conical intersection shown in Fig. 3, namely, the gradient-difference vector \(g\) and the non-adiabatic-coupling vector \(h\). The gradient-difference vector \(g\) describes the molecular distortion of maximal splitting of the two intersecting potential-energy surfaces. The non-adiabatic-coupling vector \(h\) describes the molecular distortion that leads to the strongest non-adiabatic coupling between the two adiabatic electronic states.\(^{68}\) Fig. 4 shows that the effective reaction coordinate depicted in Fig. 3, the elongation of the O–H bond length, corresponds to the nuclear displacements of the non-adiabatic-coupling vector \(h\). The gradient-difference vector \(g\), on the other hand, is a combination of bond-length and bond-angle alterations involving mainly the nuclei O1, C1 and C2 (cf. Fig. 3 for the numbering of atoms). The two most pronounced distortions are the C1–C2 elongation and the C2–C1–O1 bending.

A linear approximation of the potentials in the branching space,\(^{77}\) that is, the shape of the intersecting potential-energy surfaces in close proximity to the conical intersection, is shown in Fig. 5. The slope of the ground-state potential-energy surface towards the negative direction of the \(h\) vector (which corresponds to the recombination of the hydrogen atom and the glucosyl radical and thus to an aborted photochemical reaction), is steeper than the slope towards the positive direction (which corresponds to the fragmentation yielding a glucosyl radical and a hydrogen atom). This topography classifies this conical intersection, according to Atchity et al.,\(^{78}\) as a sloped one, that is, the gradient of the ground-state potential-energy surface towards the O–H recombination is steep, whereas towards the fragmentation products it is only weakly sloped. The topography of the conical intersection thus suggests that the probability of an aborted photoreaction regenerating the reactant could be substantial.
Fig. 6 Two-dimensional adiabatic potential-energy surfaces of the ground state and the \( \text{n}_\sigma^* \) excited state for the O1–H elongation and the C2–C1–O1 bending coordinate of the C1–OH group (shown from two perspectives). Four distinct regions of the energy surfaces are shown: the ground-state equilibrium geometry (A), the Franck–Condon region on the excited-state potential-energy surface (B), the conical intersection (C) and the photoproducts (D). In the case of an aborted photoreaction, the reactant (A) is regenerated after passage through the conical intersection.

In order to determine the most suitable second internal coordinate for a more extended two-dimensional scan of the potential-energy surfaces of the ground state and the \( \text{n}_\sigma^* \) state (the first coordinate is the O–H bond length), we computed the extent of the splitting of the energy between the intersecting states for several internal coordinates approximating the nuclear displacements of the gradient-difference vector \( \mathbf{g} \) (cf. Fig. 4) of the conical intersection shown in Fig. 3. Fig. S2 in the ESI† shows the extent of the splitting of the energy of the ground-state and \( \text{n}_\sigma^* \) potential-energy surfaces near the point of conical intersection. The figure shows that the splitting of the energy along the C2–C1–O1 bending coordinate is more pronounced than along the splitting along the C1–C2 elongation coordinate. We therefore chose the C2–C1–O1 bending coordinate as an approximation for the nuclear displacements of the gradient-difference vector \( \mathbf{g} \) for the computation of the extended potential-energy surfaces shown in Fig. 6.

In Fig. 6, we highlight four distinct regions. The first region, (A), is the ground-state equilibrium region. The second region, (B), is the excited-state Franck–Condon region that the molecule is promoted to by absorption of a photon. The third region, (C), is the region of conical intersection between the potential-energy surfaces of the ground state and the \( \text{n}_\sigma^* \) state. As mentioned before, the system can move from the Franck–Condon region along the potential-energy surface of the \( \text{n}_\sigma^* \) state towards this conical intersection without having to overcome any barriers. At the conical intersection, (C), the photoreaction can proceed along at least two routes. One route is the regeneration of the reactant (A). In this case, the process is an aborted photochemical reaction and the outcome is radiationless deactivation of the excited state (also known as internal conversion). The other possible route is dissociation towards the photoproducts (region D), which correspond to a glucosyl radical and a hydrogen atom.

The reaction paths, conical intersections and branching-space vectors for the hydrogen-detachment reactions of the other four O–H groups of \( \beta \)-glucose are shown in Fig. S3–S7 in the ESI†.

2.3 Potential-energy surfaces and conical intersections: ring-opening reactions

We were able to optimize the conical intersection between the electronic ground state and the lowest \( \text{n}_\sigma^* \) state for the ring-opening reaction breaking the C1–O5 bond. Given the ground-state equilibrium geometry and the conical intersection, a linearly interpolated reaction path (cf. Computational methods) was constructed between these two structures. The resulting energy profiles are shown in Fig. 7. Interestingly, this conical intersection is located at around 4.0 eV with respect to the ground-state equilibrium geometry and is thus about 1.0 eV lower than the conical intersection for the hydrogen-detachment reactions of the O–H groups (cf. Fig. 3 and Fig. S3–S6 in the ESI†).

The nuclear-displacement vectors of the gradient-difference vector \( \mathbf{g} \) and the non-adiabatic-coupling vector \( \mathbf{h} \) of the conical intersection related to C1–O5 bond-breaking are shown in Fig. 8. In this case, the gradient-difference vector \( \mathbf{g} \) is the effective reaction coordinate shown in Fig. 7, that is, the ring-opening/ring-closing motion. The non-adiabatic-coupling vector \( \mathbf{h} \) is a combination of bending coordinates mainly involving the nuclei C5, C4 and C1.

The linear approximation of the potentials in the branching space in close proximity to the conical intersection is shown in Fig. S8 in the ESI†. Again, the ground-state potential-energy surface exhibits the steeper slope for the ring-closing reaction than for the direction leading to a biradical open-chain sugar, which classifies this conical intersection as a sloped one. The topography of this conical intersection seems to favor the aborted photochemical reaction in which the reactant (the cyclic form of...
We have performed the first detailed computational investigation of the singlet vertical excitation energies, the absorption spectrum and possible photochemical reaction pathways of β-glucose in the gas phase. We have shown that the lowest excited electronic states are of πσ* character, originating from excitation of lone-pair electrons of oxygen into O–H antibonding σ* orbitals of partial Rydberg character. The estimated absorption profile shows an onset at around 6.0 eV and a local peak near 7.5 or 7.8 eV. Although individual excitations exhibit only very low oscillator strengths, the sum of all oscillator strengths leads to a sizable absorption in the UV-C region.

Our results on photochemical pathways indicate that two generic types of reaction processes dominate the photochemistry of β-glucose: hydrogen-detachment processes, which have been known for many systems of aromatic and non-aromatic character, and ring-opening processes. Both are potential photochemical reactions (which means they may yield photoproducts, namely, a glucosyl radical and a hydrogen atom in the case of a hydrogen-detachment reaction, and a biradical open-chain sugar in the case of a ring-opening reaction), but are also potential radiationless deactivation channels regenerating the reactant. We have shown that the relevant conical intersections are readily accessible via barrierless reaction paths from the Franck–Condon region. The topography of the involved conical intersections indicates that the probability of aborted photoreactions could be higher than the probability of the generation of photoproducts. The conical intersections appear to be highly efficient channels for internal conversion. The one- and two-dimensional energy profiles of the ground-state and πσ* potential-energy surfaces for the hydrogen-detachment channels (cf. Fig. 3 and 6) show the typical behavior of an X–H detachment reaction (X being an oxygen, nitrogen or sulfur atom) as previously reported for the πσ* and πσ* states of phenol,79–81 pyrrole80–83 and several other aromatic and non-aromatic molecules.80,81,83–85

While the conical intersections for the hydrogen-detachment reactions are located around 5.0 eV (cf. Fig. 3 and Fig. S3–S6 in the ESI†), the conical intersection for the C–O ring-opening reaction is located near 4.0 eV (cf. Fig. 7). The energies of both types of conical intersections are well below the computed absorption edge of glucose and should thus be readily accessible for radiationless deactivation of electronically excited molecules. Although the conical intersection for the C–O ring-opening reaction is about 1.0 eV lower in energy than the conical intersections for the hydrogen-detachment processes, we expect the latter to prevail due to the faster motion of the light hydrogen atom. This hypothesis, however, can only be proven by photofragmentation spectroscopy81,84,85 or by computational studies of the non-adiabatic nuclear-wavepacket or mixed quantum-classical surface-hopping dynamics.81,79,86–94

Although we were unable to optimize the conical intersections for the C–C ring-opening reactions, we can confirm based on the figure, the (non-optimized) energy of this conical intersection can be estimated to be about 6.0 eV.

3 Discussion and conclusions

The biradical open-chain sugar appears less favorable due to the small gradient of the ground-state potential-energy surface in the direction leading to this photoproduct.

While the optimization of the conical intersection for the C1–O5 ring-opening process was unproblematic, this was not the case for the four possible C–C ring-opening reactions. We were unsuccessful in optimizing the conical intersection for any of these ring-opening processes. In principle, conical intersections should exist for these reactions. This is shown by Fig. S9 in the ESI†. In a series of calculations we were able to obtain two points of the reaction path for the C2–C3 ring-opening reaction, one with a C2–C3 distance of 2.49 Å, the other with a distance of 2.75 Å. Although the energies of the points are too high due to the use of geometries optimized for the ground state, this figure nevertheless reveals that between these two geometries a crossing of the energies of the ground state and the ring-opening πσ* state must exist. From this
on the results of test calculations that they exist and are located below 6.0 eV (cf. Fig S9 in the ESIT). Our results indicate that the C–O ring-opening channel should be energetically favored compared to the C–C ring-opening channel.

While no photodissociation experiments have been performed on carbohydrates so far, numerous experiments have been performed on methanol. Methanol can be regarded as a “methylene-hydrate”, and as such, is the simplest building block of carbohydrates. The absorption spectrum of methanol reveals the lowest-lying excited states to be of n → 3s and n → 3p Rydberg character.95 We predict a UV absorption for glucose with an onset of around 200 nm which is also very similar to the UV absorption behavior of methanol.96 It has been concluded that a transition to a state of valence nσ* character occurs upon elongation of the C–O or the O–H bonds of methanol.81 A study of the photodissociation dynamics of methanol revealed that the hydrogen-detachment process occurs on a repulsive excited-state potential-energy surface96 and exhibits a higher energy threshold than the C–O bond fission,97 but is, nevertheless, the dominating channel due to the lower mass of the hydrogen atom.98 For glucose, we have found that the conical intersections for the hydrogen-detachment reactions are located higher in energy than the intersections for the C–O ring-opening reaction, which seems to be analogous to the theoretical findings on methanol.81 Nevertheless, it can be expected that the hydrogen-detachment reactions will dominate over the C–O ring-opening processes due to the lower mass of the hydrogen atom.

It is likely that other carbohydrates will exhibit the same photochemical reaction mechanisms that we have analyzed for glucose in this work. The hydrogen-detachment channels for O–H groups and the ring-opening channels for C–O and C–C ring-opening should be generic for the entire class of compounds.

The present study could be the starting point for further investigations of the excited-state chemistry of carbohydrates. It remains to be explored what kind of photophysical and photochemical properties of carbohydrates are the underlying cause for the diversity with which nature has incorporated this class of compounds into a multitude of molecular systems in the course of biological evolution. It also remains to be investigated how these photochemical reaction mechanisms of carbohydrates are modified when they are bound to typical chromophores, for example, in nucleosides and nucleotides. Furthermore, it is possible that the conversion of carbohydrates from cyclic forms, that is, hemiacetals or hemiketals, into open-chain forms, that is, hydroxy-aldehydes or hydroxy-ketons, could also be accomplished via a photochemical mechanism.

Another challenge is the understanding of the excited-state deactivation mechanisms in carbohydrate oligomers and polymers, for example, cellulose (the glucose dimer) or cellulose (the glucose polymer). The vast number of hydrogen bonds in these structures may offer a multitude of radiationless deactivation channels via intramolecular proton-transfer reactions along hydrogen bonds.

4 Computational methods

The ground-state equilibrium geometry of the conformer of β-glucose described in Section 2.1 was optimized at the MP2 level (Møller–Plesset perturbation theory of second order) using the correlation-consistent split-valence polarized double-zeta basis set (cc-pVDZ)98 and the resolution-of-the-identity (RI) approximation. The energy of the ground-state equilibrium geometry at the respective levels of theory served as the reference energy for the determination of vertical excitation energies and relative energies of potential-energy surfaces. The barriers for the conversion of the conformer into rotamers and the harmonic vibrational frequencies were determined at the DFT level using the hybrid functional B3LYP99,100 and the basis sets cc-pVDZ and aug-cc-pVTZ,98 respectively.

For the computation of vertical excitation energies and excited-state properties we used three linear-response methods: the CC2 (approximate second-order coupled cluster) method,101 the ADC(2) (algebraic diagrammatic construction of second order) method,102 and the LR-TDDFT (linear-response time-dependent density functional theory) method.103 The RI approximation was employed in the CC2 and ADC(2) calculations.104 For the TDDFT calculations we used the hybrid functional B3LYP,99,100 for the calculation of vertical excitation energies we used the augmented cc-pVTZ basis set (aug-cc-pVTZ).98 All of these calculations, as well as the MP2 geometry optimization mentioned in the previous paragraph, were carried out using the Turbomole 6.3.1 program package.105

Linear-response methods are particularly suitable for the computation of the absorption spectrum of carbohydrates due to the distribution of the oscillator strength over a dense manifold of excited states. When using standard linear-response methods, one has to pay attention to the limitations of single-configuration methods, that is, a potential multiconfigurational character of the ground state and the weight of doubly excited configurations. The D1 diagnostic of 0.0464 at the CC2 level shows that the multiconfigurational character of the ground state is negligible.106 The contributions of doubly excited configurations to the excited states range from 8.94 to 10.84% for the first 50 excited states at the CC2 level, which is also within the acceptable range. At the ADC(2) level, we obtained practically the same results for the excitation energies, oscillator strengths and convoluted spectrum as at the CC2 level.

For the geometry optimization of minimum-energy conical intersections (minima on the conical intersection seam), the calculation of the nuclear displacements of the orthogonalized branching-space vectors, and linear approximations of potentials in the branching space we used the state-averaged complete-active-space self-consistent-field wavefunction (SA-CASSCF) method with the cc-pVDZ98 basis set. These calculations were carried out using Columbus 7.0.107

The reaction paths for hydrogen-detachment processes and for the ring-opening process were constructed by linear interpolation of internuclear coordinates between the initial geometry (the ground-state equilibrium geometry) and the final geometry (the respective optimized conical intersection). The energy profiles of the reaction paths were obtained by single-point energy calculations along the interpolated path, using single-state second-order perturbation theory on top of an SA-CASSCF wavefunction (SS-CASPT2/SA-CASSCF) with a level-shift of 0.2. The two-dimensional scan shown in Fig. 6 was obtained by a
rigid scan. For the computation of the hydrogen-detachment reaction paths we used a partially-augmented basis set that we denote as “aug(2)-cc-pVDZ”. The cc-pVDZ basis was employed for all atoms except for the oxygen and hydrogen atoms of the O–H group involved in the hydrogen-detachment process (the “2” in aug(2)-cc-pVDZ indicates the use of the augmented basis on only two atoms of the molecule). The use of this partial augmentation helps to describe the short bond-length regions of the reaction paths (where Rydberg-valence mixing is important). The partial augmentation lowers the energy of the nσ* state belonging to the O–H group under investigation. For the computation of reaction paths of ring-opening processes we used the cc-pVDZ98 basis for all atoms, since a partial augmentation is not helpful in this case.

For the computation of photochemical hydrogen-detachment and ring-opening energy profiles as well as for the optimization of conical intersections we used a compact active space of two electrons in two active orbitals. The averaging of the energy included augmentation is not helpful in this case.

It is also possible to use an aug(1)-cc-pVDZ basis, that is, augmenting only the oxygen atom of the O–H group with diffuse basis functions. Test calculations showed that using diffuse basis functions on both the oxygen and the hydrogen atom leads to a better and smoother description of short bond-length regions of the potential-energy profiles of the nσ* states. For the computation of reaction paths of ring-opening processes we used the cc-pVDZ98 basis for all atoms, since a partial augmentation is not helpful in this case.
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ABSTRACT: Recently, resonant two-photon ionization experiments on isolated adenine and adenosine suggested that adenosine exhibits a significantly shorter excited-state lifetime than adenine, which indicates the existence of an efficient excited-state deactivation mechanism in adenosine that is not present in adenine. We report on ab initio investigations on a syn and an anti conformer of adenosine exhibiting an intramolecular O–H···N3 hydrogen bond. For both conformers, we have identified the existence of a barrierless excited-state deactivation mechanism that involves the forward—backward transfer of a proton along the intramolecular hydrogen bond and ultrafast radiationless deactivation through conical intersections. The S1/S0 conical intersection associated with the proton-transfer process is lower in energy than the known S2/S1 conical intersections associated with the excited-state deactivation processes inherent to the adenine moiety. These results support the conjecture that the photochemistry of hydrogen bonds plays a decisive role for the photostability of the molecular building blocks of RNA and DNA, which have been selected at the earliest stages of the chemical evolution of life.

INTRODUCTION

Ribonucleosides and deoxyribonucleosides are the building blocks of RNA and DNA. In these polymers the nucleosides are connected by phosphodiester bonds. The nucleobases adenine, guanine, cytosine, thymine and uracil, as well as several nucleosides and nucleotides, have been the focus of spectroscopic and quantum-chemical investigations in the past decade. Probing such biomolecules under isolated conditions in the gas phase allows one to explore their intrinsic photophysical and photochemical properties without the interference of perturbative effects originating from the environment. De Vries and co-workers have performed the first resonant two-photon ionization mass-spectrometry experiments on a jet-cooled nucleoside, guanosine, in 2000, which was followed by several spectroscopic studies on nucleosides in the gas phase. Computational studies on nucleosides have also been performed: these include, among others, the exploration of the stable conformers and of the vertical excitation energies. Saigusa and co-workers recently performed resonant two-photon ionization mass-spectrometry experiments on laser-desorbed samples of jet-cooled adenosine and adenosine dimers. Surprisingly, upon excitation with UV laser pulses of 6 ns temporal width at 266 nm wavelength, adenosine does not produce a resonant two-photon ionization signal in the mass spectrum, in contrast to adenine under the same conditions, confirming an earlier result of Nir and de Vries from 2001. The authors concluded that the excited-state lifetime of adenosine must be significantly shorter than the lifetime of adenine, which is of the order of a few picoseconds after excitation to the bright ππ* state (the L state in Platt’s notation). This finding indicates the existence of an ultrafast radiationless deactivation process that is able to effectively quench photoexcited adenine before a second photon can be absorbed. The coupling of the nucleobase with the carbohydrate appears to provide the nucleoside with an efficient mechanism for excited-state deactivation that is not present in the isolated nucleobase. This finding motivated us to search for a mechanism for radiationless excited-state deactivation in adenosine that is introduced by the N-glycosidic bond between adenine and β-D-ribofuranose (from hereon called ribose). Although this is not a joint experimental and theoretical study, a spectroscopic experiment motivated us to perform this investigation.

On the basis of previous results obtained for DNA base pairs and small peptides, we anticipate an excited-state deactivation mechanism via proton transfer, which is mediated by an excited singlet state of charge-transfer character. Therefore, we focus on a syn and an anti conformer of adenosine that exhibit an intramolecular hydrogen bond between an OH proton of the ribose moiety and the N3 heteroatom of the adenine moiety (cf. Figures 1 and S1 (Supporting Information) for the structures). We describe the suggested mechanistic picture for the syn conformer in detail in this article, whereas the corresponding material for the anti conformer is presented in the Supporting Information.

It is a well-established fact that ultrafast (subpicosecond) radiationless deactivation processes are mediated by conical
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intersections of Born–Oppenheimer potential-energy surfaces.\textsuperscript{24,25} At a conical intersection two (or more) surfaces of the same multiplicity are degenerate in energy. These critical points are of comparable significance for chemical reactions proceeding on potential-energy surfaces of electronically excited states as are transition states for reactions proceeding on the potential-energy surface of the electronic ground state.\textsuperscript{26}

The dynamics at a conical intersection is characterized by a complete breakdown of the Born–Oppenheimer approximation, which allows an efficient conversion of electronic energy into vibrational energy (known as internal conversion). The determination of the energy and the geometry of conical intersections between the $S_i$ and $S_0$ states is therefore essential for the characterization of photochemical reactions and radiationless deactivation processes.\textsuperscript{6,24−27}

To describe radiationless deactivation processes, one has to explore the reaction paths connecting the Franck–Condon region (vertically above the potential well of the ground-state equilibrium geometry) of the initially populated excited state with the accessible $S_i/S_0$ conical intersections, where the system can relax back to the electronic ground state.\textsuperscript{21,26,28}

\section*{RESULTS}

We consider in this work two conformers of adenosine that exhibit an intramolecular hydrogen bond between an O–H proton of the ribose moiety and the N3 heteroatom of the adenine moiety. The first is a syn conformer with respect to the mutual orientation of the ribose and the adenine moieties\textsuperscript{1} and exhibits an intramolecular hydrogen bond between the $S'$–O–H proton of the ribose moiety and the N3 heteroatom of the adenine moiety. The second conformer exhibits an anti orientation between the ribose and the adenine moieties\textsuperscript{1} and an intramolecular hydrogen bond between the 2′−O–H proton of the ribose moiety and the N3 heteroatom of the adenine moiety. The structures of these two conformers are shown in Figures 1 and S1 (Supporting Information), respectively.

To our knowledge, no comprehensive conformational analysis using ab initio methods has been performed for adenosine to date. However, a detailed investigation by de Vries and co-workers of the possible conformers of guanosine using spectroscopic techniques and ab initio calculations showed that a $S'$–O–H⋯N3 intramolecularly hydrogen-bonded syn conformer and a 2′−O–H⋯N3 intramolecularly hydrogen-bonded anti conformer are the most stable conformers.\textsuperscript{11,12} Saigusa and co-workers have shown that the $S'$–O–H⋯N3 hydrogen-bonded syn conformer is also found in hydrated clusters of guanosine,\textsuperscript{13} and that capping the $S'$–OH group of guanosine with an ethyl group leads preferably to the formation of the 2′−O–H⋯N3 hydrogen-bonded anti conformer.\textsuperscript{14} A very recent study presents an extensive ab initio investigation of the stable conformers of inosine. Alvarez-Ros and Palafox found that among 69 optimized conformers the two most stable conformers of inosine are the syn 2′−O–H⋯N3 and the anti 2′−O–H⋯N3 hydrogen-bonded conformers. These two conformers also exhibit the strongest among the many possible intramolecular hydrogen bonds.\textsuperscript{17} For these reasons, there is strong evidence that the two intramolecularly hydrogen-bonded conformers of adenosine considered in this work are the—or at least among the—most stable conformers of adenosine.

Figure 2a shows the potential-energy profiles of the electronic ground state, the weakly absorbing ππ* state (L\textsubscript{b}, in Platt’s notation\textsuperscript{21}), the optically bright ππ* state (L\textsubscript{a}), the lowest nπ* state (L\textsubscript{n}), and the strongly absorbing nπ* state (L\textsubscript{ct}). Figure 2b shows the potential-energy profiles of the electronic ground state, the weakly absorbing ππ* state (L\textsubscript{b}, in Platt’s notation\textsuperscript{21}), the optically bright ππ* state (L\textsubscript{a}), the lowest nπ* state (L\textsubscript{n}), and the strongly absorbing nπ* state (L\textsubscript{ct}). For details, consult the Computational Methods section.
and the Lß states (empty red, green, and blue circles) are given as well. One can see that the energies of the L6, the nπ*, and the Lπ states rise with increasing O−H internuclear distance. The L0 state correlates adiabatically with the charge-transfer state at large O−H distances. The energy of the L6 state initially rises along the proton-transfer coordinate. Once the charge-transfer character of the lowest singlet state outweighs the ππ* character (at an O−H distance of 1.2 Å), the L6/CT energy begins to drop. The energy profile shown by the full red circles in Figure 2a represents the potential-energy function of the lowest charge-transfer state obtained by a relaxed scan for this state. The energy of the ground state at the same geometries is given by the empty black circles. It can be seen that the energy of the charge-transfer state decreases significantly with increasing distance between the oxygen atom and the proton. In other words, in the charge-transfer state the proton is driven from the 5′−O−H group of the ribose moiety toward the N3 heteroatom of the adenine moiety. This pronounced effect can be understood by the fact that the charge-transfer state is characterized by a substantial translocation of electron density from the 5′−OH group to the π-orbital system of the adenine moiety (in comparison to the electron density in the electronic ground state).

To elucidate the radiationless transition of the system from the initially populated L6 state to the reactive charge-transfer state, Figure 2b shows the energy profiles of the relevant electronic states obtained by a linear interpolation (cf. Computational Methods section) between the ground-state equilibrium geometry and the optimized geometry of the lowest charge-transfer state at an internuclear distance of 1.2 Å (it is not possible to optimize the geometry of the first charge-transfer state for internuclear O−H distances shorter than 1.2 Å because it steeply rises in energy and mixes with various other electronic states at shorter distances). The ground state, the nπ* state, and the Lπ state gradually rise in energy along this reaction path. On the other hand, the Lb state, which correlates adiabatically with the lowest-lying charge-transfer state, decreases in energy along the linearly interpolated reaction path (cf. Figure 2b). After population of the Lb state the system can easily populate the nearby L6 state via vibronic interactions. Overall, the pathway from the Franck−Condon region of the Lπ state to the reactive charge-transfer state is completely barrierless. For the sake of completeness, we mention that the nπ* state correlates adiabatically with a slightly higher-lying charge-transfer state, which is described by the excitation of an electron from the second lone-pair orbital of the oxygen atom of the 5′−OH group. This second charge-transfer state also drops in energy along the interpolated reaction path once the charge-transfer character outweighs the nπ* character (this part of the profile is not shown in Figure 2b for clarity).

Figure 3 depicts the molecular orbitals involved in the description of the relevant excited states. The Lπ state is characterized mainly by excitation of an electron from the highest occupied π orbital to the lowest unoccupied π* orbital. The lowest-lying charge-transfer state is characterized by the excitation of an electron from a lone-pair orbital of the oxygen atom of the 5′−OH group of the ribose moiety to the π* orbital of the adenine moiety. Therefore, Figure 3 illustrates the translocation of electron density from the 5′−OH group of the ribose moiety to the aromatic system of the adenine moiety in the charge-transfer state.

In the charge-transfer state, the 5′−OH group becomes more acidic, whereas the nucleobase becomes more basic, which drives the proton from the ribose moiety to the adenine moiety. This process has been termed electron-driven proton transfer.22,23 Due to the fact that the energy of the ground state rises with increasing O−H distance, whereas the energy of the charge-transfer state drops, the potential-energy surfaces of the charge-transfer state and the ground state intersect at an internuclear distance of ∼2.1 Å (cf. Figure 2a). The crossing of the potential-energy profile of the charge-transfer state (full red circles) and the energy profile of the ground state at the same geometries (empty black circles) is a conical intersection. This conical intersection gives rise to a radiationless transition between the two electronic states (i.e., internal conversion).

Figure 4 shows three conical intersections of the syn conformer of adenosine: the proton-transfer conical inter-
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**Figure 3.** Molecular orbitals of the 5′−O−H−N3 intramolecularly hydrogen-bonded syn conformer of adenosine involved in the electronic states shown in Figure 2. Shown are the lone-pair orbital of the 5′−OH group (involved in the description of the lowest charge-transfer state) as well as the π and π* orbitals (involved in the description of the Lπ state). For details, consult the Computational Methods section.
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**Figure 4.** Optimized geometries of the S1/S0 conical intersections of the 5′−O−H−N3 intramolecularly hydrogen-bonded syn conformer of adenosine: (a) conical intersection (CI) for the electron-driven proton-transfer process; (b) C2-puckered conical intersection; (c) C6-puckered conical intersection. The relative energies (eV) of the conical intersections with respect to the ground-state equilibrium geometry are also given. The values in parentheses are the energies of the corresponding conical intersections in adenine. The length of the hydrogen bond is indicated (Å). For details, consult the Computational Methods section.
The proton-transfer intersection is located 0.64 eV lower in energy than the C2- and the C6-puckered conical intersections. All three conical intersections are located well below the vertical excitation energy of the L\textsubscript{a} state of this conformer of adenosine (5.3 eV). The relative energies of the two ring-puckered conical intersections of adenosine are almost equal to the relative energies of these intersections in adenine (cf. values in parentheses in Figure 4b,c). These intersections, which are inherent to the adenine chromophore, are thus barely influenced by the coupling with the ribose moiety.

The molecular structure of the ground-state equilibrium geometry, the potential-energy profiles, the relevant molecular orbitals, and the conical intersections for the anti conformer of adenosine exhibiting a 2′′-O−H···N3 intramolecular hydrogen bond are presented in Figures S1−S4 in the Supporting Information. The qualitative picture is exactly the same as we have presented above for the syn conformer: the initially populated L\textsubscript{a} state is higher in energy than, although very close to, the L\textsubscript{b} state that correlates adiabatically with the lowest-lying charge-transfer state (cf. Figure S2, Supporting Information). The conical intersection between the charge-transfer state and the ground state is located at an energy of 3.43 eV, again well below the energy of the C2- and C6-puckered conical intersections inherent to the adenine moiety, and the relative energies of the ring-puckered conical intersections are very close to the relative energies of these intersections in adenine (cf. Figure S4, Supporting Information). It should be noted that due to the more strained structure of the hydrogen-bonded anti conformer the O−H distance of the proton-transfer conical intersection is significantly longer (2.39 Å, cf. Figure S4a (Supporting Information)) than that of the corresponding conical intersection of the syn conformer (2.10 Å, cf. Figure 4a).

## DISCUSSION AND CONCLUSIONS

This work is motivated by gas-phase laser-spectroscopic experiments suggesting that adenosine exhibits a significantly shorter excited-state lifetime than adenine, to an extent that resonant two-photon ionization processes are quenched in adenosine as opposed to adenine.\textsuperscript{13} Our computational investigations provide a mechanistic explanation of this observation. We have shown that in the intramolecularly S′′−O−H···N3 hydrogen-bonded syn and in the 2′′−O−H···N3 hydrogen-bonded anti conformers of adenosine a mechanism for ultrafast excited-state deactivation exists via an electron-driven proton-transfer process that is mediated by an excited state of charge-transfer character (cf. Figures 2 and S2 (Supporting Information)). This mechanism involving ultrafast (i.e., proceeding on a femtosecond time scale) forward−backward motion of the proton complements the excited-state deactivation mechanisms inherent to the adenine moiety (the ring-puckering processes). The relevant conical intersection for the proton-transfer process in adenosine (cf. Figures 4a and S4a (Supporting Information)) is significantly lower in energy than the ring-puckered conical intersections inherent to the adenine moiety (cf. Figures 4b,c and S4b,c (Supporting Information)). Moreover, the relevant conical intersection between the lowest charge-transfer state and the ground state can be reached on a completely barrierless pathway starting from the Franck−Condon region of the initially populated L\textsubscript{a} state (cf. Figures 2 and S2 (Supporting Information)). This process can explain the quenching of the electronic excitation energy in adenosine before a second photon can be absorbed and, thus, a signal in the mass spectrum be generated. We have also shown that the ring-puckered conical intersections inherent to the adenine moiety are barely influenced by the coupling with ribose. This is in agreement with earlier findings of Zgierski and Alavi on cytidine, who showed that the deactivation mechanisms inherent to the cytosine moiety of cytidine did not change significantly compared to isolated cytosine.\textsuperscript{33} These results indicate that the ring-puckered conical intersections inherent to the adenine moiety cannot be responsible for the experimental observation that adenosine exhibits a shorter excited-state lifetime than adenine. We can thus rule out that changes in the electronic structure introduced by the coupling of the nucleobase with the carbohydrate by the N-glycosidic bond are responsible for the observed behavior. We suggest that it is rather the favorable energetic location and the barrierless reaction path leading to the proton-transfer conical intersection that is the reason for the shortened lifetime of adenosine. It is plausible that deactivation via the proton-transfer conical intersection occurs on a faster time scale than the processes mediated by the ring-puckered conical intersections of the adenine moiety, because the former involves primarily a movement of the light hydrogen atom, and the latter involve the movement of carbon atoms, nitrogen atoms, and amino groups. Though we did not explicitly treat the dynamics of the radiationless transitions, the exploration of the relevant reaction coordinates and their energy profiles is an essential prerequisite for future simulations of the dynamics of these photoinduced reactions. Future trajectory-surface-hopping dynamics simulations employing an accurate electronic-structure method could provide definitive computational proof that the mechanism proposed here is indeed the dominating excited-state deactivation process in intramolecularly hydrogen-bonded conformers of adenosine.

The involvement of the charge-transfer states translocating electron density from an OH group of the ribose moiety to the π system of the adenine moiety is why this deactivation mechanism is only available for intramolecularly hydrogen-bonded conformers involving an OH proton of the ribose moiety as the hydrogen-bond donor atom, in contrast to conformers exhibiting a “reverse type” of hydrogen bond, for example, a C8−H−O′′ isopropylidene group; cf. compounds 1−4 in Figure S5 (Supporting Information), thereby obtaining an adenosine triether, prohibits the molecule from forming intramolecular hydrogen bonds between the ribose and the adenine moieties involving OH protons of the ribose moiety. These derivatives of adenosine should exhibit a significantly longer excited-state lifetime than adenosine and thus should give a signal in the resonant two-photon ionization mass spectrum. Two-photon ionization spectra of conformers of guanosine with partially capped OH groups of the ribose moiety have been reported by de Vries and co-workers\textsuperscript{11} and Saigusa and co-workers.\textsuperscript{14} In these experiments, the partial
capping was used to facilitate the assignment of vibrational spectra, and to force the molecule into forming a particular intramolecularly hydrogen-bonded conformer. However, completely capped derivatives have not been considered so far.

The ability of the nucleobases of efficient quenching of the energy of absorbed UV photons by radiationless deactivation, thus converting electronic energy into vibrational motion and, ultimately, dissipating the absorbed energy into heat by energy transfer to the surrounding solvent, is believed to be the underlying cause for the high photostability of these molecules. The inherent photostability of nucleobases toward UV irradiation might have been a dominating selection criterion during the early stages of the chemical evolution of life and may have been the reason for their incorporation into a wide range of biological systems. The photoprotective mechanism outlined in the present work for adenosine may have had significant relevance in the chemical evolution of life. The enhanced photostability of adenosine may have been a decisive factor when the first nucleosides evolved. Specifically, the first nucleosides, being more photostable than the nucleobases themselves, may have prevailed in the competition with alternate molecular structures. Excited-state deactivation via proton-transfer processes mediated by charge-transfer states appears to be a ubiquitous photoprotective mechanism in the molecular building blocks of life.

The intramolecular hydrogen bond between the ribose and the nucleobase moieties will have to compete with solvent-mediated intermolecular hydrogen bonds in aqueous solution, which was most likely the environment for the evolution of life on primordial earth. In this context, it is noteworthy that Saigusa and co-workers have confirmed the existence of the \( \cdot \cdot \cdot \text{OH} \cdot \cdot \cdot \text{N3} \) hydrogen-bonded syn conformer of guanosine in hydrated clusters. Moreover, molecular-dynamics simulations of adenosine in aqueous solution have shown that intramolecularly hydrogen-bonded syn and anti conformers persist in aqueous solution, although the intramolecular hydrogen bond is in competition with solvent-mediated intermolecular hydrogen bonds. These results support the hypothesis that the enhanced photostability of adenosine provided by the intramolecular hydrogen bond may have been of relevance in the chemical evolution of life.

## COMPUTATIONAL METHODS

The second-order Møller–Plesset (MP2) method was used for optimizing ground-state equilibrium geometries (shown in Figures 1b and S1b (Supporting Information)) and for performing calculations of ground-state potential-energy profiles. The ADC(2) method (algebraic diagrammatic construction of second order) was used for excited-state calculations. This methodology offers a description of electronically excited states that is of similar quality as is the MP2 level for the electronic ground state. The potential-energy profiles of the electronic ground state (depicted by full black circles in Figures 2a and 2a (Supporting Information)) were obtained by constrained optimization at the MP2 level, that is, by fixing the distance between the oxygen and hydrogen nuclei of the \( \cdot \cdot \cdot \text{O} \cdot \cdot \cdot \text{H} \) and the \( \cdot \cdot \cdot \text{O} \cdot \cdot \cdot \text{H} \) group of the ribose moiety of the syn and anti conformer, respectively, at a given value and relaxing all remaining internal degrees of freedom. Single-point calculations of excitation energies were performed for the obtained relaxed geometries at the ADC(2) level. The potential-energy profile of the lowest-lying charge-transfer state (depicted by full red circles in Figures 2a and 2a (Supporting Information)) was obtained by constrained optimization at the ADC(2) level. Single-point energy calculations were performed for the obtained geometries at the MP2 level to obtain the corresponding energies of the ground state. The approximate reaction path from the ground-state equilibrium geometry to the relaxed geometry of the charge-transfer state shown in Figures 2b and S2b (Supporting Information) was constructed by linear interpolation of internal coordinates between the initial geometry (the ground-state equilibrium geometry) and the final geometry (the relaxed geometry of the charge-transfer state at an \( \cdot \cdot \cdot \text{O} \cdot \cdot \cdot \text{H} \) distance of 1.2 or 1.3 Å for the syn and anti conformers, respectively). The energy profiles for the approximated reaction path were obtained by single-point energy computations along the interpolated path. The molecular orbitals shown in Figures 3 and S3 (Supporting Information) are self-consistent-field orbitals. All these calculations, which employed the cc-pVDZ basis set throughout, were performed with the Turbomole 6.3.1 program package.

Minimum-energy conical intersections (shown in Figures 4 and S4 (Supporting Information)) were optimized using the program package CIOpt developed by Levine, Coe, and Martinez. The underlying algorithm allows the optimization of conical intersections without the need of evaluating nonadiabatic couplings between the intersecting states. This allows the use of electronic-structure methods for which nonadiabatic couplings between adiabatic states are not available, such as the ADC(2) method. The program CIOpt was linked to Turbomole 6.3.1 and the \( S_i / S_o \) conical intersections were optimized at the mixed ADC(2)/MP2 level. To construct the starting geometries for the optimization of the C2- and the C6-puckered conical intersections, which are well-known for 9H-adenine, in adenosine, we attached the structure of the ribose moiety (obtained by the optimization of the ground-state equilibrium geometry of the syn and anti conformers of adenosine) to these structures of adenine. To obtain relative energies of the C2- and C6-puckered conical intersections of adenine, we reoptimized these intersections of adenine using the same procedure and level of theory.
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ABSTRACT: Urocanic acid is a UV filter found in human skin that protects the skin from UV damage but has also been linked to the onset of skin cancer and to photoimmunosuppression. We report on ab initio investigations of two rotameric forms of each of the two tautomers of neutral (E)- and (Z)-urocanic acid. We have computed the vertical singlet excitation energies of eight isomers and have explored the singlet excited-state reaction paths of several photochemical processes for radiationless excited-state deactivation: the E/Z photoisomerization, an electron-driven proton transfer for an intramolecularly hydrogen-bonded Z isomer, as well as the hydrogen-atom detachment process and the ring-puckering process involving the NH group inherent to the imidazole moiety. We have optimized the S1/S0 conical intersections for each of these processes and located additional ππ*/nπ* conical intersections. Because of the reversed energetic order of the nπ* and ππ* states in the N3H and N1H tautomers, an energy window exists where the N3H tautomers can be excited to the ππ* state, from which only the photoisomerization process is accessible, while the N1H tautomers can be excited to the ππ* state, from which several deexcitation processes compete from the onset of the absorption. These results explain the unusual dependence of the quantum yield for E→Z photoisomerization on the excitation wavelength. The present work provides novel insight into the complex photochemistry of this biomolecule and paves the way for future computational studies of the photoinduced excited-state dynamics of urocanic acid.

1. INTRODUCTION

Urocanic acid is a UV chromophore found in the stratum corneum (the uppermost layer) of the epidermis of human skin. Its E isomer is produced from histidine by the enzyme histidine ammonia-lyase. Upon UV irradiation, (E)-urocanic acid can undergo E→Z photoisomerization, which leads to an accumulation of (Z)-urocanic acid in the upper layers of skin. While urocanic acid acts as a natural sunscreen (a UV filter), it is nowadays believed that the Z isomer constitutes a health risk due to its ability to suppress the immune system and facilitate the onset of skin cancer.

Urocanic acid is a remarkable subject of study in the sense that it has attracted attention from researchers of a large number of disciplines. Among these disciplines are photochemistry, photobiology, spectroscopy, immunology, dermatology, biochemistry, and bacteriology. The three most recent reviews on the various aspects of urocanic acid were given by Mohammad, Morrison, and HogenEsch in 1999, Simon in 2000, and Gibbs, Tye, and Norval in 2008. A recent comment on the “two faces”—the beneficial and detrimental effects—of naturally occurring urocanic acid in skin was given by Gibbs and Norval in 2011.

Numerous spectroscopic and kinetic studies on urocanic acid in aqueous solution have been performed. An important result of these studies, which has been the topic of controversial discussions, is the determination of the unusual wavelength-dependent quantum yield for E/Z photoisomerization. Only a single study on urocanic acid in a supersonic jet has been reported so far.

A number of publications have reported on the results of computational investigations. Various protonated forms of (E)- and (Z)-urocanic acid have been considered, and a detailed investigation of an intramolecularly hydrogen-bonded Z isomer has been performed. Molecular-dynamics simulations of the conformational dynamics in aqueous solution were reported. A number of studies reported on the vertical excitation energies of the neutral species of urocanic acid, while two studies reported on the vertical excitation energies of ionic forms. Further studies dealt with the photosensitzation mechanism (the ability of triplet-excited urocanic acid to react with molecular oxygen to produce singlet molecular oxygen) and with the hydroxyl-radical-scavenging ability of urocanic acid. The reaction paths for the photoisomerization process have been investigated. One study dealt with the exploration of the potential-energy functions of various singlet and triplet states along the C6–C7–C8–O9 torsion angle (cf. Figure 1) and determined the locations of two singlet–triplet crossings.
Figure 1. Structural formulas of the four isomers of urocanic acid considered in this work and their photoisomerization products. The designations of the isomers used in this work are given below the respective structures. The definition of the four torsion angles defining the isomers is given at the bottom.

Herein, we report on a systematic analysis of photochemical reaction paths in several rotamers and isomers of two tautomers of urocanic acid: the $E \rightarrow Z$ photoisomerization process of four $E$ isomers, a radiationless deactivation process via proton transfer in an intramolecularly hydrogen-bonded $Z$ isomer, a radiationless deactivation process via $N \rightarrow H$ bond elongation, and a radiationless deactivation process via ring-puckering of the imidazole moiety. We show that urocanic acid possesses the intrinsic ability to quench the energy of absorbed UV photons and dissipate this energy into heat. For each of the explored processes, we have located, optimized, and analyzed the relevant conical intersections and explored the reaction paths along the relevant singlet excited states. The systematic analysis of both tautomeric forms of neutral urocanic acid and of two rotamers of each of these tautomers sets our study apart from the majority of the previous less comprehensive computational studies on this system.

It is an established fact that ultrafast, that is, subpicosecond, photochemical reactions in the singlet manifold are mediated by critical points on the potential-energy surfaces, so-called conical intersections. These points are characterized by a complete breakdown of the Born–Oppenheimer approximation, which allows efficient energy transfer of electronic energy into vibrational energy. Exploring the structures of these conical intersections and the nuclear-displacement vectors of the so-called branching-space vectors—two nuclear-displacement vectors along which the degeneracy between the potential-energy surfaces is lifted in first order—is a necessary step to understand the photochemical reaction under study. Furthermore, the exploration of the topography of the lower potential-energy surface of a conical intersection can provide clues of the possible photoproducts that may be generated after the system has passed through the intersection.33–36

Triplet states may be of significance for the photochemical reactivity of urocanic acid in two respects. First, the existence of $\pi\pi^*$ and $n\pi^*$ excited states might allow an efficient intersystem crossing according to El-Sayed’s rule.33 Second, in its natural environment, urocanic acid is in contact with molecular oxygen and is thus able to undergo triplet-singlet energy-transfer and photosensitization reactions with triplet oxygen to form reactive oxygen species.34 Dmitrenko et al. have suggested several mechanistic scenarios for the photoisomerization process involving intersystem crossings.29 While aspects of the triplet photochemistry of this molecule are not yet resolved, we do not consider the role of triplet states in this work. It is a reasonable assumption that in the isolated system intersystem crossing to the triplet manifold cannot compete with the ultrafast processes occurring in the singlet manifold, which are the focus of this work. However, only quantitative calculations of the intersystem-crossing rates can definitively prove or disprove this assumption.

To map the photochemical reaction paths, one has to explore the relevant excited-state potential-energy surfaces from the Franck–Condon region vertically above the ground-state equilibrium geometry to the relevant conical intersections with the electronic ground state.35

2. RESULTS

2.1. Isomers and Conformers. We consider in this work four $E$ isomers (cf. left column in Figure 1) that have been shown by Barbatti to contribute most significantly to the absorption spectrum of a mixture of eight $E$ isomers.32 The designations of the different isomers used in this work are described in the following. The protonation site of the imidazole moiety is specified by the prefix, either N3H or N1H. The torsion angles of four bonds are specified by the suffix, three of which are formally single bonds and are specified by the descriptors “t” for “trans” and “c” for “cis”. The torsion angle of the isomerizing $C==C$ bond is specified by the descriptors “E” and “Z”. For example, the isomer N3H-$tEtc$ is protonated at the N3 position of the imidazole moiety and exhibits a C4–C5–C6–C7 torsion angle of $\sim 180^\circ$ (t), a C5–C6–C7–C8 torsion angle of $\sim 180^\circ$ (E), a C6–C7–C8–O9 torsion angle of $\sim 180^\circ$ (t), and a C7–C8–O10–H10 torsion angle of $\sim 0^\circ$ (c). The photoisomerization of this isomer generates the N3H-$tZtc$ isomer. The four isomers considered in this work and their photoisomerization products are given in Figure 1.

2.2. Vertical Excitation Energies. The vertical excitation energies and oscillator strengths of the lowest five singlet excited valence states computed at the MS-CASPT2 and the CC2 levels (cf. Computational Methods section) are given in Table 1. Vertical excitation energies of urocanic acid have been computed in the past using a number of electronic-structure methods.19,23,24,26,28,29,32

The results obtained at the CASPT2 and the CC2 levels agree surprisingly well. At both levels, the lowest $\pi\pi^*$ state, which in all cases is the HOMO→LUMO transition, possesses the largest oscillator strength. This is the spectroscopically absorbing state (the “bright” state) that accounts for the peak in the absorption spectrum. Barbatti found at the TDDFT that the bright state of the N1H tautomers is red-shifted in comparison with the bright state of the N3H tautomers.32 The present results confirm this pattern at both levels of theory.

The energetic order of the lowest $n\pi^*$ and $\pi\pi^*$ states shows a distinct pattern. At the CC2 level, the $S_1$ state of all N3H tautomers is an $n\pi^*$ state, while the $S_2$ state is a $\pi\pi^*$ state. For the N1H tautomers, this order is reversed. This pattern is also
recognizable at the CASPT2 level, although one outlier exists. Higher-lying ππ* states are found from 5.4 eV onward. Higher-lying ππ* states are found from 6.0 eV onward and exhibit moderately large oscillator strengths at both levels of theory.

The agreement between the present CASPT2 results with the results on two specific isomers computed by Olivucci and coworkers is moderate, but this can be understood by technical differences between the calculations. The present CC2 results are almost identical to the CC2 results on two specific isomers obtained by Barbatti (the only difference is the employed basis set).

2.3. E/Z-Photoisomerization and ππ*/S0 Conical Intersection. We explored the E/Z photoisomerization process for two rotamers of each of the N3H and N1H tautomers. These four species have been identified by Barbatti as the four species contributing most significantly to the UV absorption spectrum of (E)-urocanic acid in the gas phase.

Figure 2 shows the potential-energy profiles of the electronic ground state, the lowest ππ* state, and the lowest ππ* state for the photoisomerization of the N3H-EtC/1Zic isomers, computed along the linearly interpolated reaction path (cf. Computational Methods) from the ground-state equilibrium geometry of the E isomer via the ππ*/S0 conical intersection (cf. Figure 3). The energy profile shows that a barrier of ~0.8 eV separates the Franck-Condon region of the ππ* state from the ππ*/S0 conical intersection. Because of the use of a linearly interpolated reaction path, this value is an upper bound for the true barrier height.

Conclusions section. It is seen in Figure 2 that a conical intersection between the ππ* and nπ* states exists approximately midway between the Franck-Condon region of the E and Z isomers and the ππ*/S0 conical intersection. We were unsuccessful in optimizing this ππ*/ππ* conical intersection. The energy profiles show that a barrier of ~0.8 eV separates the Franck-Condon region of the nπ* state from the ππ*/S0 conical intersection. Because of the use of a linearly interpolated reaction path, this value is an upper bound for the true barrier height.

The nuclear-displacement vectors of the branching-space vectors of the ππ*/S0 conical intersection for the E/Z photoisomerization process are shown in Figure 3. The gradient-displacement vector shows a clear isomerization displacement, while the nonadiabatic-coupling vector shows skeletal-deformation displacements that primarily separate the atoms C6 and C7 and also includes a displacement of the C7–H atom that may lead to hydrogen migration. We were unable to obtain a geometry of this ππ*/S0 conical intersection that did not exhibit this hydrogen-migration character. A linear approximation of the potential-energy surfaces in the branching space in close proximity of the ππ*/S0 conical
intersection is shown in Figure 4. The potential-energy surfaces of the ground state and the π* state split symmetrically along the positive and the negative directions of the gradient-difference vector g, and the slope of the ground state is virtually equal along the two directions (cf. left part of Figure 4). This suggests that at this conical intersection the E and Z isomers are formed with equal probability. Along the second branching-space vector, the nonadiabatic-coupling vector h, the conical intersection is strongly tilted (cf. right part of Figure 4). These properties classify this conical intersection as a sloped intersection. This topography is qualitatively similar to the topography of the corresponding π*/S0 conical intersection in stilbene.38

Figure 4. Linear approximation of the potential-energy surfaces of the ground state and the π* state in the branching space of the π*/S0 conical intersection shown in Figure 2 (shown from two perspectives) computed at the SA-CASSCF level. The gradient-difference vector g corresponds to the isomerization displacement, and the nonadiabatic-coupling vector h corresponds to a combination of skeletal-deformation displacements (cf. nuclear-displacement vectors of the branching-space vectors in Figure 3). For details, consult the Computational Methods section.

Figure 5. Energy profiles of the ground state, the π* state, and the π*/S0 state of the N1H-1Ect isomer along the photoisomerization reaction path computed at the MS-CASPT2 level. The profiles were obtained by two linear interpolations: the first interpolation was performed between the ground-state equilibrium geometry of the E isomer (full black circle at the lower left) and the optimized π*/S0 conical intersection (full blue and black circles in the center); the second interpolation was performed between the conical intersection (center) and the ground-state equilibrium geometry of the Z isomer (full black circle at the lower right). The structures shown as insets are the ground-state equilibrium geometry of the E isomer (left), the π*/S0 conical intersection for the E/Z photoisomerization process (center), and the ground-state equilibrium geometry of the Z isomer (right). For details, consult the Computational Methods section.

Figure 6. Nuclear-displacement vectors of the gradient-difference vector g and the nonadiabatic-coupling vector h of the planar conical intersection between the π* state and the π*/S0 state of the N3H-1Ect isomer. For details, consult the Computational Methods section.

2.4. π*/π Conical Intersections of Planar E Isomers. We also optimized the geometry of the conical intersection of planar structure between the lowest π* and π*/S0 states for each of the four E isomers. We emphasize that these intersections are different from the ones previously mentioned, where the π*/π* intersection occurs along the photoisomerization reaction path. At the latter intersections, the structures are not planar but exhibit a moderate twist about the central C==C double bond. The geometry of the planar π*/π conical intersection for the N3H-1Ect isomer is shown in Figure 6, where the nuclear-displacement vectors of the branching-space vectors are indicated. The corresponding intersections for the other three E isomers are shown in Figures S6–S8 in the Supporting Information. These intersections differ from the ground-state equilibrium geometries mainly in the bond lengths along the C4–C5–C6–C7–C8 chain. Along these four bonds, a distinct bond-length alternation pattern can be recognized: C==C bonds that are formally a single bond in the ground state are ~0.1 Å shorter, and C==C bonds that are formally a double bond in the ground
state are ~0.1 Å longer. This can be understood by the fact that in the \( \pi^* \) state a \( \pi^* \) orbital is occupied that exhibits an inverse bonding/antibonding pattern compared with the highest occupied \( \pi \) orbital in the ground state. The nuclear-displacement vectors of the branching-space vectors of these four \( \pi^*/\pi^* \) conical intersections (cf. Figure 6 and Figures S6–S8 in the SI) show that the gradient-difference vector \( \mathbf{g} \) exhibits in all cases in-plane nuclear displacements that preserve the \( C_\infty \) symmetry of the molecule, while the nonadiabatic-coupling vector \( \mathbf{h} \) exhibits out-of-plane nuclear displacements that break the \( C_\infty \) symmetry. Symmetry requires an out-of-plane displacement for an \( A' \) state (the \( \pi^* \) state) to couple with an \( A'' \) state (the \( \pi^* \) state). A comparison of the geometrical parameters of the \( \pi^* / \pi^* \) conical intersection shown in Figure 6 with the parameters of the equilibrium geometry of the lowest \( \pi^* \) state of the N3H-Ect isomer optimized by Olivucci and coworkers at the CASSCF level shows that the conical intersection is structurally very similar to the \( \pi^* \) minimum, which also exhibits a very clear bond-length alternation pattern compared with the ground-state equilibrium geometry. We expect this similarity to hold for the other isomers as well. This suggests that very close to the \( \pi^* \) minima an extended intersection seam between the \( \pi^* \) and \( \pi^* \) states exists. Because of these reasons, it can be expected that after photoexcitation of any \( E \) isomer to the bright \( \pi^* \) state the system can convert to the \( \pi^* \) state in an ultrafast manner (i.e., on a femtosecond time scale). We expect that analogous intersections exist for the \( Z \) isomers.

2.5. Excited-State Proton Transfer in an Intramolecularly Hydrogen-Bonded \( Z \) Isomer. The N3H-tZtc isomer exhibits a strong intramolecular hydrogen bond, where the carboxyl moiety acts as the hydrogen-bond donor. Figure 7 shows the potential-energy profiles of the ground state, the \( \pi^* \) state, and the \( \pi^* \) state for the linearly interpolated reaction path from the ground-state equilibrium geometry of the N3H-tZtc isomer to the \( \pi^*/S_0 \) conical intersection. The intramolecular hydrogen bond can dissipate excess electronic energy via an electron-driven proton transfer. Upon absorption of a photon, the system is excited to the \( \pi^* \) state from which it can reach the potential-energy surface of the \( \pi^* \) state via internal conversion, as discussed in the previous subsection. In the \( \pi^* \) state, an electron is excited from the lone-pair orbital of the oxygen atom of the carbonyl moiety to the \( \pi \) system, which is partially located on the imidazole moiety. Therefore, the \( \pi^* \) state exhibits a clear charge-transfer character. A graphical representation of the molecular orbitals involved in the description of the \( \pi^* \) state as well as the weight of the two dominant configurations is given in Figure 8. Upon population of the \( \pi^* \) state, the carboxyl moiety becomes more acidic and the imidazole moiety becomes more basic than in the ground state (due to the translocation of electron density from the carboxyl to the imidazole moiety, cf. Figure 8). Therefore, the proton of the carboxyl moiety may follow the electron. The resulting stabilization of the \( \pi^* \) state combined with an elongation of the \( C=O \) bond length leads to an \( \pi^*/S_0 \) conical intersection. The structure of the conical intersection shown as an inset in Figure 7 exhibits an elongated \( C=O \) bond. One can see that the energy of the \( \pi^* \) state along the reaction path from the ground-state equilibrium geometry to the \( \pi^*/S_0 \) conical intersection does not involve a barrier but passes through a local minimum. This minimum indicates that in the \( \pi^* \) state a zwitterionic structure, where the proton is attached to the imidazole moiety, is more stable than the neutral form (again due to the translocation of electron density). Because the energy of the \( \pi^*/S_0 \) conical intersection is well below the vertical excitation energy of the \( \pi^* \) state, the system should possess sufficient internal energy to reach the \( \pi^*/S_0 \) conical intersection. The nuclear-displacement vectors of the branching-space vectors of the \( \pi^*/S_0 \) conical intersection are shown in Figure S9 in the Supporting Information. It is noteworthy that the gradient-difference vector \( \mathbf{g} \) is \( C_\infty \)-symmetric, that is, it does not break the planar symmetry of the molecule, while the nonadiabatic-coupling vector \( \mathbf{h} \) does break the \( C_\infty \) symmetry and exhibits an out-of-plane displacement mainly located at the carboxyl moiety. The \( \mathbf{g} \) vector shows a clear opposing
displacement of the C8 and O9 atoms, which indicates that this conical intersection mediates the deactivation by transferring electronic energy into vibrational modes involving the carboxyl moiety.

2.6. Deactivation Mechanisms Inherent to the Imidazole Moiety. We also considered the deactivation mechanisms inherent to the imidazole moiety. Imidazole itself mainly deactivates via two mechanisms: the N–H stretching and ring-puckering processes. These processes have been found to be the dominating deactivation channels in imidazole.39–42

Figure 9 shows the potential-energy profiles of the ground state, the ππ* state, and the πσNH state of the N3H-<i>Ect</i> isomer along the N–H stretching coordinate obtained by a rigid scan originating from the ground-state equilibrium geometry (cf. Computational Methods section). The reaction path from the ground-state equilibrium geometry of the N3H-<i>Ect</i> isomer along the N–H stretching coordinate computed at the MS-CASPT2 level. The profiles were obtained by a rigid scan originating from the ground-state equilibrium geometry (full black circle at the lower left). The structures shown as insets are the ground-state equilibrium geometry with the highest-occupied π orbital and the structure of the ππNH/S<sub>0</sub> conical intersection with the value of the N–H internuclear distance (in angstroms) and the σNH orbital. The two orbitals shown are the active orbitals used for the optimization of the conical intersection at the SA2-CASSCF(2,2) level. For details, consult the Computational Methods section.

along the N–H stretching coordinate obtained by a rigid scan starting from the ground-state equilibrium geometry (cf. Computational Methods). The reaction path from the Franck–Condon region of the ππ* state to the conical intersection between the ππ* state and the ground state is essentially barrierless. The two orbitals shown as insets are the two active orbitals used in the optimization of the conical intersection at the SA2-CASSCF(2,2) level: the highest occupied π orbital and the σNH orbital. This mechanism can mediate radiationless deactivation or hydrogen detachment. In the former case, the electronic energy is converted into vibrational motion mainly of the N–H stretching vibration. In the latter case, the electronic energy is converted into kinetic energy of the ejected hydrogen atom.

In the CASPT2 energy profiles, the crossing between the ππ* state and the ground state occurs at 2.0 Å. The optimized σNH/S<sub>0</sub> conical intersection (optimized at the CASSCF level) exhibits an N–H nuclear distance of 1.72 Å. Because dynamic electron correlation is not included at the CASSCF level, the location of conical intersections associated with hydrogen-detachment processes is usually found at shorter X–H distances than suggested by the CASPT2 energy profiles. The reason for this is the differential correlation effect, that is, the second-order perturbation correction affects the two electronic states in a different manner.43

The nuclear-displacement vectors of the branching-space vectors for the ππNH/S<sub>0</sub> conical intersection shown in Figure 9 are shown in Figure S10 in the Supporting Information. The gradient-difference vector g shows an opposing displacement of the nitrogen and hydrogen atoms, while the nonadiabatic-coupling vector h is an out-of-plane displacement involving mainly the imidazole moiety.

Inspection of the energetic order of the virtual Hartree–Fock orbitals suggests the existence of additional channels for X–H dissociation: the C4–H σ<sup>*</sup> orbital is the second lowest σ<sup>*</sup> orbital, and the O–H σ<sup>*</sup> orbital is the third lowest. Therefore, photodissociation of hydrogen atoms originating from O–H and C–H bond dissociation can be expected for excitation energies above 6 eV.

Figure 10 shows the potential-energy profiles of the ground state and the ππ* state for the linearly interpolated reaction path from the ground-state equilibrium geometry of the N3H-<i>Ect</i> isomer to the ππ*/S<sub>0</sub> conical intersection shown in Figure 9 for the NH ring-puckering deactivation process, computed at the MS-CASPT2 level. The profiles were obtained by linear interpolation between the ground-state equilibrium geometry of the E isomer (full black circle at the lower left) and the optimized ππ*/S<sub>0</sub> conical intersection (full blue and black circles at the right). The structures shown as insets are the ground-state equilibrium geometry (left) and the structure of the conical intersection for the NH ring-puckering process (right). For details, consult the Computational Methods section.

3. DISCUSSION AND CONCLUSIONS

We have computed at two levels of theory the singlet vertical excitation energies of the four E isomers of urocanic acid that have been shown by Barbatti to contribute most significantly to the UV absorption spectrum in the gas phase52 as well as of the
four Z isomers that are formed via photoisomerization of these four E isomers. We have explored the relevant singlet excited-state potential-energy functions for the E/Z photoisomerization of the four E isomers. We have optimized the relevant conical intersections between the ππ* state and the ground state for the photoisomerization process and have analyzed the branching-space vectors of the conical intersections of these four isomers. The potential-energy surfaces in close proximity of the ππ*/S0 conical intersection for the photoisomerization process have been analyzed for one isomer. We have shown that ππ*/ππ* conical intersections with twisted geometries exist along the reaction path for the photoisomerization process. We have also shown that additional conical intersections of planar structure between the ππ* and nπ* states exist that are structurally very similar to the ππ* minima. We have identified three further mechanisms for radiationless excited-state deactivation, some of which are available to all E and Z isomers (the N−H stretching and the ring-puckering mechanisms inherent to the imidazole moiety), while others are available only in specific isomers (i.e., the electron-driven proton-transfer mechanism in the intramolecularly hydrogen-bonded N3H-tZc isomer). These findings suggest that urocanic acid possesses the intrinsic ability to act as a natural sunscreen, that is, a UV filter. The relative quantum yields of these competing deactivation processes need to be determined via nonadiabatic-dynamics simulations or via spectroscopic techniques. The fluorescence excitation and emission spectra of urocanic acid in a supersonic jet reported by Ryan and Levy are, unfortunately, not tautomer-/conformer-resolved. Because of this shortcoming, it is not possible to make specific assignments of these spectra.

The potential-energy function of the bright ππ* state along the photoisomerization reaction path may be compared with the potential-energy functions of the relevant singlet excited states in ethylene. The ππ* state in urocanic acid, which intersects with the ground state in the torsion-angle region about ~90°, shows similarity to the V state in ethylene. The energetic location of the ππ* state in the Franck–Condon region of the E and Z isomers is significantly lower than the energetic location of the V state in ethylene: the bright ππ* state is located at ~5 eV in urocanic acid compared with ~8 eV for the V state. The torsional energy profile of the lowest ππ* state in urocanic exhibits a gentle slope similar to the V state in ethylene. The lowest ππ* state in urocanic acid is also primarily a HOMO→LUMO transition as is the V state in ethylene.

One feature of the excited-state dynamics of urocanic acid has been extensively discussed in the literature. This feature is the unusual wavelength-dependent quantum yield for E→Z photosomerization. When urocanic acid absorbs UV light at the red tail of its absorption profile, at ~310 nm, the photosomerization quantum yield peaks at ~50%. When it absorbs at the peak of its absorption spectrum, at ~266 nm, the quantum yield for E→Z photosomerization drops to a mere 5%. Two explanations have been proposed for this behavior. The first is the existence of several rotamers that are in equilibrium in the ground state and absorb at different wavelengths. The second is the involvement of more than one electronically excited singlet state in the photoreactivity.

Figure 11 shows a compilation of the vertical excitation energies of the lowest nπ* and ππ* states of all eight isomers at the CASPT2 level (a) and at the CC2 level (b). Red bars indicate the vertical excitation energy of the ππ* state, and blue bars indicate the energy of the ππ* state of each isomer.

While there are a few differences between the two levels of theory, a clear trend can be recognized. For the following discussion, we consider the CC2 results (cf. Figure 11 b). While the N1H tautomers can be excited to the ππ* state with photons of energies below 5.1 eV, the N3H tautomers exhibit excitation energies above 5.1 eV. With photons below 5.1 eV, only the N1H tautomers can be excited to the ππ* state, and all photochemical reaction processes outlined in this work are energetically accessible in these tautomers. Because the ππ* state is the S1 state for the N1H tautomers, radiationless deactivation processes compete with the E/Z photoisomerization process. For the N3H tautomers, the picture is fundamentally different because the ππ* state is the S2 state for these tautomers. For photon energies below 5.1 eV, the N3H tautomers can be excited to the nπ* state by intensity-borrowing from the higher ππ* state. From the potential-energy surface of the nπ* state, however, only the photoisomerization process is energetically accessible, while the other radiationless deactivation processes are not accessible. Only for excitation energies above 5.1 eV do these processes become accessible in the N3H tautomers and compete with the photoisomerization process. This suggests that the unusual wavelength-dependent quantum yield for E/Z photoisomerization originates in the ordering of the nπ* and the ππ* states in the N3H tautomers. This also suggests that the N1H tautomers are not responsible for the wavelength-dependent quantum yield. It should be noted, though, that this picture explains the wavelength-dependent quantum yield for E/Z photoisomerization in the gas phase, which has not been experimentally determined.

In solution, nπ* states are known to undergo a blue shift. It is therefore likely that in solvated urocanic acid the lowest nπ* state will be higher in energy than the bright ππ* state in the Franck–Condon region for all tautomers, isomers, and rotamers. Thus, the reversed ordering of these states that is found for N3H tautomers in the gas phase may not be the origin of the unusual wavelength-dependent quantum yield for E/Z photoisomerization in solution. Instead, it may result from the tautomeric equilibrium and the different UV-absorption profiles of the N3H and N1H tautomers.
The next step to advance the understanding of the complex photochemistry of urocanic acid is to perform nonadiabatic trajectory-surface-hopping dynamics simulations of the isolated molecule. With the present work we have paved the way for such dynamics studies because insight into the relevant reaction mechanisms and the topography of the potential-energy surfaces of the relevant excited electronic states is a crucial prerequisite. Furthermore, the above-mentioned difficulties in relating the computational results on the isolated molecule with the experimental findings obtained in solution call for future computational studies that include solvation effects.

We hope that the present study may terminate the recent calm in the research on urocanic acid and will revive the interest that this fascinating biomolecule deserves in view of its physiological significance and its unusual photochemical properties.

4. COMPUTATIONAL METHODS

The ground-state equilibrium geometries were optimized without imposing any symmetry restrictions with the second-order Møller–Plesset (MP2) method and the cc-pVDZ basis set (MP2/cc-pVDZ) using the Turbomole 6.3.1 program package. Vertical excitation energies were obtained without imposing any symmetry restrictions by single-point calculations using multistate second-order perturbation theory on top of a state-averaged complete-active-space self-consistent-field reference wave function (MS-CASPT2/SA-CASSCF). The cc-pVDZ basis set and a level shift of 0.2 were used. These calculations were performed with the Molcas 7.6 program package. Details ofthe state-averaging and the composition of the active space are given in the Supporting Information. The vertical excitation energies were also calculated at the approximate second-order coupled-cluster (CC2) level. Here, the cc-pVDZ basis was used as well. These calculations were performed with the Turbomole 6.3.1 program package.

Minimum-energy conical intersections were optimized with the state-averaged complete-active-space self-consistent-field method and the cc-pVDZ basis set (SA-CASSCF/cc-pVDZ) using the Columbus 7.0 program package. Details of the CASSCF parameters used for the optimization of the various conical intersections presented throughout the article are given in the Supporting Information. The data for the nuclear-displacement vectors of the orthogonalized branching-space vectors (the gradient-difference vector $\mathbf{g}$ and the nonadiabatic-coupling vector $\mathbf{h}$) of the optimized conical intersections as well as on the linear approximation of the potential-energy surfaces in close proximity of the conical intersection for the photoisomerization process of the N3H-...ZTt and the N1H-...ZTt isomers. Nuclear-displacement vectors of the branching-space vectors of the remaining $\pi\pi^*/S_0$ conical intersections for the photoisomerization processes, of the planar $\pi\pi^*/\pi\pi^*$ conical intersections, of the $\pi\pi^*/S_0$ conical intersection for the electron-driven proton-transfer process, of the $\pi\sigma^*/S_0$ conical intersection for the N−H stretching process, and of the $\pi\pi^*/S_0$ conical intersection for the ring-puckering process of the imidazole moiety. Description of technical details of the employed computational methods. Cartesian coordinates of all optimized ground-state equilibrium geometries and all conical intersections. This material is available free of charge via the Internet at http://pubs.acs.org.

4. Supports Information

Energy profiles for the photoisomerization process of the N3H-...ZTt and the N1H-...ZTt isomers. Nuclear-displacement vectors of the branching-space vectors of the remaining $\pi\pi^*/S_0$ conical intersections for the photoisomerization processes, of the planar $\pi\pi^*/\pi\pi^*$ conical intersections, of the $\pi\pi^*/S_0$ conical intersection for the electron-driven proton-transfer process, of the $\pi\sigma^*/S_0$ conical intersection for the N−H stretching process, and of the $\pi\pi^*/S_0$ conical intersection for the ring-puckering process of the imidazole moiety. Description of technical details of the employed computational methods. Cartesian coordinates of all optimized ground-state equilibrium geometries and all conical intersections. This material is available free of charge via the Internet at http://pubs.acs.org.
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